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Figure 1. Representative explanations of Inception v3 model’s prediction by LIME and SLICE(proposed) for a random image from Oxford-
IIIT pets dataset. The prediction class was Egyptian cat with a probability of 0.45. (Top 5 positive superpixels are marked in blue segments
and top 5 negative are marked in red). The ranks are indicated on the superpixels (lower number signifies higher importance). For LIME,
some of the superpixels identified as positive in one run are identified as negative in another run. In contrast, all superpixels marked as
positive or negative never change signs for SLICE. The relative importance ranks of superpixels in SLICE are stable across all the runs.

Abstract

Local Interpretable Model-agnostic  Explanations
(LIME) - a widely used post-ad-hoc model agnostic ex-
plainable Al (XAl) technique. It works by training a simple
transparent (surrogate) model using random samples
drawn around the neighborhood of the instance (image)
to be explained (IE). Explanations are then extracted for
a black-box model and a given IE, using the surrogate
model. However, the explanations of LIME suffer from
inconsistency across different runs for the same model and
the same IE. We identify two main types of inconsistencies:
variance in the sign and importance ranks of the segments
(superpixels). These factors hinder LIME from obtaining
consistent explanations. We analyze these inconsistencies
and propose a new method, Stabilized LIME for Consistent
Explanations (SLICE). The proposed method handles the
stabilization problem in two aspects: using a novel feature
selection technique to eliminate spurious superpixels and
an adaptive perturbation technique to generate perturbed
images in the neighborhood of IE. Our results demonstrate
that the explanations from SLICE exhibit significantly

better consistency and fidelity than LIME (and its variant
BayLime).

1. Introduction

In the broad spectrum of post-ad-hoc explanation methods,
model-agnostic methods like LIME [13], SHAP [9] and
their variants have been popular for extracting explanations
from Black-Box models. While explanation methods such
as Grad-CAM [16], Grad-CAM++ [2], and Ablation-CAM
[12] require access to the intermediate layers of the model,
methods like LIME, and SHAP methods require access only
to the input and the output of the model.

In our paper, we focus on the category of post-ad-
hoc methods that uses local surrogate models for expla-
nations. While LIME has the advantages of being model-
agnostic and being able to extract explanations in a post-
ad-hoc manner, it is also inconsistent in the explanations
[5, 7, 8, 22, 23, 25, 26]. [23] observes three types of un-
certainty: sampling variance in explaining a data point, sen-
sitivity to the choice of parameters such as the size of the
neighborhood and sample size, and variation of model cred-
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ibility across different data points. These uncertainties lead
to inconsistency in explanations. [5] and [7] point out the
inconsistency of additive explanations and observe the dif-
ferences in feature importance across various methods.

Fig. 1 depicts the inconsistencies in LIME explana-
tions(upper row). Top 5 superpixels (marked blue), which
are indicated to have a positive impact on the output proba-
bility in one run, are also indicated to have a negative impact
in a different run. We define this uncertainty of the super-
pixels (flipping between positive and negative directions) as
the sign entropy. Similarly, the order of importance indi-
cated by the integers as ranks of the superpixels also varies
for both sets of positive and negative superpixels in LIME.
We refer to this inconsistency as the relative importance of
ranks of superpixels. Both these inconsistencies lead to am-
biguity in the explanations. Our work aims at stabilizing
LIME to provide consistent explanations under post-ad-hoc
category. We propose SLICE to address the inconsistencies
mentioned earlier and achieve significant consistency and
fidelity in the explanations. (lower row of Fig. 1).

1.1. Our Contributions

We propose SLICE to address the issues of sign entropy
and high variance in the importance ranks of superpixels
through a comprehensive and integrated approach. Our con-
tributions in this paper are:

1. We present a novel feature selection method to eliminate
spurious superpixels, i.e., with high sign entropy to en-
able consistent explanations (see details in Sec. 3.1).

2. We hypothesize that LIME’s inconsistency partly stems
from its perturbation method, which creates perturbed
images far from the IE. To generate perturbed images
closer to the IE, we propose using Gaussian Blur and de-
velop a novel method for adaptively selecting the hyper-
parameter o (see details in Sec. 3.2).

3. We propose a new metric to measure the consistency of
explanations that take into consideration the sign entropy
and relative importance ranks of superpixels (details in
Sec. 3.3).

4. We conduct extensive experimental analysis in evaluat-
ing the consistency and fidelity of SLICE explanations
and compare it with those of LIME and BayLIME.

2. Existing Works on Stability of LIME

DLIME [22] uses Hierarchical Clustering to partition the
dataset into different clusters and select points from cluster
nearest to the IE, thus ensuring to adhere to the locality as-
sumption of LIME. S-LIME [26] tries to stabilize LIME
explanations by their proposed hypothesis testing frame-
work. This hypothesis testing framework uses the Central
Limit Theorem to determine the samples required to guar-
antee the stability of the explanations. ALIME [17] uses
an autoencoder as the weighting function to calculate the

distance of samples points from the IE, thereby making the
coefficients more stable. BayLIME [25] works by utilizing
a Bayesian local surrogate model, which was shown as a
Bayesian principled weighted sum of prior knowledge and
estimates based on new samples. As our work primarily
focuses on image and vision applications, we consider orig-
inal LIME and BayLIME as state-of-the-art counterparts '
to compare against our proposed SLICE.

3. Proposed Approach

In this section, we discuss the components of SLICE, i.e.,
Sign Entropy based Feature Elimination and adaptive selec-
tion of sigma hyper-parameter for Gaussian Blur. Further,
we also discuss the proposed consistency metric to evaluate
the consistency of explanations.

3.1. Sign Entropy based Feature Elimination

We propose a feature (superpixel in our context) selection
algorithm as our first major novel contribution. The pro-
posed feature selection algorithm estimates the sign entropy
of superpixels and eliminates the features with positive sign
entropy. These eliminated superpixels are excluded from
the explanations, making the explanations more consistent
in terms of sign entropy. The proposed feature selection al-
gorithm eliminates spurious features (superpixels with posi-
tive sign entropy). Hence, we will refer to it as Sign Entropy
based Feature Elimination (SEFE) subsequently.

SEFE is an iterative approach, and it begins the first iter-
ation by bootstrapping the dataset D obtained by randomly
perturbing the IE. In our context, the sampled points are
images obtained by randomly perturbing different superpix-
els. The dataset D is a combination of the random perturba-
tion vectors (to be referred to as X)) and the corresponding
prediction probability (V) for the top prediction class. Al-
though we used the top predicted class in our experiments,
any other class can be used without the loss of general-
ity. The coefficients from the trained bootstrapped models
are used to estimate the sign entropy of the coefficients us-
ing Kernel Density Estimate (KDE). We use Scott’s rule of
thumb [15] to calculate the bandwidth in all our KDE imple-
mentations, as it is well-known and widely used. The coef-
ficients with positive sign entropy are considered unstable,
and so are the superpixels associated with these coefficients
(explained in Sec. 1).

In the next iteration, the superpixels with positive sign
entropy are not perturbed, thereby removing their contribu-
tion in predicting ()A/) and the process of estimating sign en-
tropy of coefficients is repeated as mentioned earlier. This
process is carried out until a subset of stable superpixels is
left or the algorithm has run for a predefined number of it-
erations. After getting a subset of stable superpixels, the

I'While there exits variants of LIME such as ALIME, BLIME and
BayLIME, only BayLIME is designed to work with images.
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algorithm runs for max_tolerance’ more iterations to ascer-
tain no unstable features in the selected subset. After the
algorithm exhausts all iterations, either a subset of stable
features is selected or none are identified as stable. If none
of the features were identified as stable, then the algorithm
can be run with a higher threshold of sign entropy to se-
lect relatively stable superpixels. In our experiments, we
considered the threshold of sign entropy as 0. In case no su-
perpixels were identified as stable, our algorithm does not
eliminate any superpixel and uses Gaussian blur as a per-
turbation technique with Ridge Regression as the surrogate
model (refer Sec. 3.2 and Sec. 5.2). The details of using
Gaussian blur and adaptively selecting sigma are discussed
in the following subsection. Out of 200 image-model com-
binations in our experiments, we found only one combina-
tion where none of the superpixels were selected as stable
(for sign entropy threshold = 0). We show the details of
SEFE in Algorithm 1.

Algorithm 1 Sign Entropy based Feature Elimination
(SEFE)

1: Input: Data D, max_tolerance 7', number of bootstrap
samples N = 10000, max iterations iter_maz = 10

2: Output: Dataframe containing coefficients after the re-
moval of eliminated features C.

3: Initialize: Tolerance counter ¢ = 0, final coefficients
C

4: while ¢t < T OR iter < iter_max do

5: Initialize a matrix C’ with dimensions /N x number
of features in D

6: fori=1to N do

7: Bootstrap sample D; from D
8: Fit ridge regression model on D; to get coeffi-
cients c;
9: C'li,:] + ¢;
10: Compute the sign entropy H for each coefficient
across the N models using KDE
11 F' + coefficients with H > 0
12: if |F’| # 0 then
13: D + D[:,—~F']
14: t<« 0
15: else
16: if t == 0 then
17: C+C
18: t—t+1
19: iter < iter + 1
20: return C

The elimination of features with the possibility of sign
flips stabilizes the importance ranks of the superpixels con-
tributing to the consistency of the explanations. Although
we used Gaussian blur as the perturbation technique, any
other perturbation technique can be used with SEFE. We

show the effectiveness of SEFE by assigning O to all pixels
of a perturbed superpixel (similar to LIME - refer Sec. 5.2).

3.2. Adaptive Gaussian Blur

The perturbation method used in LIME assigns the value of
0 to all pixels of a superpixel. This is a simple way to per-
turb an image, but it leads to high fluctuations in (") for the
perturbed images (see Fig. 2). Further, it can be observed
that the variation in (Y) also increases with an increase in
sigma value. Thus, the perturbed images corresponding to
the same perturbation vector but with different perturbations

can result in a wide range of (Y"). For example, the high-
est variance in (f’) is observed for the perturbation of the
original LIME implementation and the lowest for sigma =
0.1. Hence, it is crucial to find a perturbation that induces
enough variation in (}7) for the surrogate model to learn but
at the same time not too high to violate the locality assump-

tion of LIME.

Y
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Figure 2. Violin plot of the Y corresponding to different sigma (o)
values for a sample image from Oxford-IIIT Pets dataset scored
with Inception V3 model (ImageNet weights). A o of 0 indicates
the perturbation used in the original LIME, i.e., assigning O to all
pixels in the superpixel to be perturbed. All other ¢ from 0.1 to
1 (Vo > 0) indicate the value of the standard deviation used for
perturbing the superpixel with Gaussian Blur. The output proba-
bilities are accumulated across 50 runs with 500 perturbation ex-
amples in each run.

Since we are considering local explanations, we examine
the interaction of each model with each image separately.
We refer to it as an image-model pair. Thus each image-
model pair can be considered as a distinct process, where
the process is defined as running a particular model on an
image perturbed with a specific sigma value. This can be
seen in Fig. 2, where different output probabilities are gen-
erated for the same perturbation vector for different value of
sigma. We then select the sigma value for which the linear
regression model (surrogate model) exhibits the maximum
value of adjusted R-squared. Adjusted R? (R?) which is
defined as:

_ -1
2_1_(1-Ry. 71
RP=1- (1= R o
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where R? is the Coefficient of Determination, n is the num-
ber of observations and p is the number of predictors. The
term —“~1- is a penalty term for adding non-significant

n—p—1
predictors. R2, is an extension of R? that penalizes the ad-
dition of non-significant predictors. In this context, a high
R? value (close to 1) suggests that the model can explain
a large portion of the variance in the target variable. Since
the surrogate model is a linear model, this suggests a strong
linear relationship between the predictors and the target.

This approach ensures that our sigma selection is adap-
tive, adjusting to the specific needs of each image-model
pair, which is crucial, as different images and models may
respond differently to Gaussian perturbations, necessitat-
ing a flexible and adaptive approach for selecting sigma.
We will refer to our method of adaptively selecting the
hyper-parameter sigma for Gaussian Blur as Ada-Blur sub-
sequently.

3.3. Proposed Consistency Metric

The proposed consistency metric has two components to ad-
dress the two aspects of consistency: sign flips of the coeffi-
cients and the variance in the rank of the coefficients of the
surrogate model. We define both the components below:

1. Average Sign Flip Entropy (ASFE): We propose Aver-
age Sign Flip Entropy as a measure of the variability in
the sign of a superpixel across multiple runs. It reflects
the degree of inconsistency in the direction of the effect
of the explanatory variables. A lower value of ASFE
would indicate that the concerned superpixel has lower
variance in sign (i.e., either positive or negative) across
multiple runs. ASFE for model ‘Model’ and explanation
technique ‘xp’ is calculated as below:

. L
ASFE}f g0 = - ) H(sign,) )

=1

Where,

H (sign;) = —p; log,(p;") — p; logy(ip™)

where, H (sign;) is the sign entropy of the i‘" super-

pixel. The quantities pf and p; are the probabilities of
the i*" superpixel to be positive or negative respectively.
p; and p; are calculated for each of the ‘n’ superpix-
els by using Kernel Density Estimation (KDE) owing to
its non-parametric nature[15]. ASFE}} ., ranges be-
tween [0,1] where O indicates no sign flips and 1 denotes
high sign flips of the superpixels.

2. Average Rank Similarity (ARS): This measure as-
sesses the consistency in ranking the importance of the
superpixels across different runs. A higher ARS score
indicates that the importance ranks of the superpixels
are more consistent across multiple runs than a lower
ARS score. We use Rank Biased Overlap (RBO) score

[21] to calculate the ARS across different runs for model
‘Model’ and explanation technique ‘xp’ as per the equa-
tion below.

Zﬁ_ll Z;‘n:i+1 rbo_ext(R;, R;)
(3)

Here, R; and R; are the ranked coefficient vectors from
the i-th and j-th runs respectively, and rbo_ext(R;, R;)
represents the RBO (extrapolated) score between these
two ranked coefficient vectors. We used the python
package ‘rbo’ [3] to calculate the RBO scores, and we set
the persistence parameter (p) = 0.2 to give more weigh-
tage to the top ranks. The term (7;) in the denominator of
Eq. (2) is the number of unique pairs of models, which is
used to average the rank similarities. ARSYT, ;.; ranges
between [0,1] where 1 denotes full match, and O indi-
cates no match in the ranks of superpixels for any two
runs.

3. Combined Consistency Metric (CCM): The ASFE and
ARS metrics quantify the sign entropy and the variance
in the relative importance ranks of superpixels, respec-
tively. However, we need a consolidated metric to under-
stand and evaluate an XAl system. Hence, we combine
both metrics to build our proposed metric, CCM, as:

Al%Side =

(@)

CCM]ffodel = (1 - ASFEﬁod(’l) * ARS;/fodel 3)

C’C’M]ffo 4, Tanges between [0,1] where 0 denotes low
consistency and 1 denotes full consistency in both sign
entropy and superpixel importance ranks.

4. Experimental Setup

We conducted the experiments with two pre-trained im-
age classification models - InceptionV3 [18] and ResNet50
[6] initialized with imagenet weights on Oxford-IIIT Pet
Dataset [10] and Pascal VOC 2007 [4] datasets. We ran-
domly select 50 images from each of the mentioned datasets
and we analyze both selected models across 20 different
runs. Our code was written in Python 3.8 and Tensorflow
2.6. In our experiments, we use a kernel size of (5,5) for
Gaussian Blur. We have re-implemented LIME and used
the code of BayLIME from the author’s GitHub repository
[24] for all our experiments. It was shown in [25] that
BayLIME without priors behaves like LIME. We have se-
lected BayLIME with Grad-CAM as prior for comparison
with SLICE as it was shown to have better consistency and
fidelity compared to LIME. We analyze SLICE, LIME, and
BayLIME on each image and the selected pre-trained mod-
els. We then calculate the proposed consistency metric for
each image-model pair for SLICE, LIME, and BayLIME
(refer Sec. 5.1). Further, we use multiple methods to eval-
uate the fidelity of explanations from the ones mentioned
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in Sec. 5.3. Further, we use the Wilcoxon rank test [20] to
determine the statistical significance of our results and ob-
servations, owing to its non-parametric nature.

5. Results

5.1. Consistency Evaluation
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Figure 3. Distribution of CCM Scores for LIME, BayLIME and
SLICE (higher is better)

Fig. 3 shows the distribution of the CCM scores for all
the four combinations of datasets and models. The graph
shows that BayLIME and LIME have much lower CCM
scores than SLICE. Further, we conducted the Wilcoxon
signed-rank test [20] to ascertain that the higher CCM
scores of SLICE as compared to LIME and BayLIME are
statistically significant.

The p-values from the tests were low, and the Test Statis-
tics were high (See supplementary - Tab. S1). The no-
tably low p-value and the substantially high value of the
Test Statistic provide robust statistical evidence to reject the
null hypothesis. This proves that the higher CCM scores
of SLICE explanations than that of LIME and BayLIME
are statistically significant making them significantly con-
sistent.

5.2. Ablation Study for SLICE

SLICE has two major components, i.e., SEFE and Ada-
Blur. We performed an ablation study to determine the con-
tribution of both components separately. The details of the
components are in Tab. 1. As seen from Fig. 3 and Fig. 4,
SLICE_blur has a much higher CCM score than LIME but

Table 1. Ablation settings with SLICE_blur, SLICE_FE, SLICE.

Method SEFE Ada-Blur
SLICE blur X v
SLICE_FE v X
SLICE v v

is slightly lower than SLICE. This is because using Ada-
Blur as the perturbation technique, the perturbed images are
created near to the original image. We observed this low
variance of Y for the top predicted class for Ada-Blur vs.
setting all pixels in the concerned superpixel to O as used in
LIME and BayLIME (refer Fig. 2).

[ SLICE SLICE_Blur [ | SLICE_FE
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Figure 4. Distribution of CCM Scores for SLICE_blur, SLICE_FE
and SLICE (higher is better)

Similarly, SLICE_FE has a higher CCM score than
LIME but lower than SLICE _blur and SLICE. Without Ada-
Blur, the perturbed images are created much further from
the IE making it difficult for SLICE_FE to estimate the sign
entropy. However, when we combine both approaches in
SLICE, SEFE can correctly estimate the sign entropy of the
superpixels and eliminate them. This is evident from the
high CCM scores. Further, one of the components of CCM
is the similarity of superpixel importance ranks across mul-
tiple runs. Thus the higher CCM score for SLICE proves
that by eliminating superpixels with high sign entropy, we
achieved significantly higher similarity in the relative im-
portance ranks of superpixels, thereby contributing to the
consistency of explanations.

Further, the noteably low p-values and high value of Test
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Statistics of Wilcoxon rank test provide (details in Tab. S1)
robust statistical evidence that the CCM scores of SLICE is
higher than SLICE_blur and SLICE_FE.

5.3. Fidelity Evaluation of Explanations
5.3.1 Area Over Perturbation Curve

We use the Area Over Perturbation Curve (AOPC), a varia-
tion of insertion and deletion scores, to evaluate the fidelity
of explanations for LIME, BayLIME, and SLICE. AOPC
was proposed by [14] by extending the work of [1]. AOPC
is used to analyze the drop in Y of an image by perturbing
pixels(superpixels in our case) in the sequence of their im-
portance. The original AOPC metric was defined for dele-
tion, but we adapted it for insertion too. The adapted AOPC
metric is defined below:

1 L
AOPCy = 7= <Z Af(z, k)> (4)
k=1 p(z)

Where A f(z, k) represents the change in classifier out-
put after £ perturbation steps. For deletion of positive su-
perpixels or insertion of negative superpixels, Af(x,k) is
f(z©@) — f(z®) and 2(© is the original image. For in-
sertion of positive superpixels or deletion of negative super-
pixels, Af(z, k) is f(z®) — f(z(©) and 2(?) is the fully
perturbed (blurred) image. x(*) is the input image after k
perturbation steps for insertion, and for deletion, it is the
blurred image after & steps of inserting the original image
superpixels into the blurred image. L is the total number of
perturbation steps. (.),(,) denotes the mean over all images
in the dataset. M is the pixel deletion procedure, i.e., Most
Relevant First (MoRF) or the Least Relevant First (LeRF)
procedure. As we are using all the superpixels in our evalua-
tion, the results for both pixel deletion/insertion procedures
would be the same. Hence, we ran all our experiments with
the MoRF procedure and will refer to it as AOPC. As the
formulation of AOPC is based on the difference of proba-
bilities of the initial image and the image obtained after in-
sertion or deletion, a higher AOPC score for both insertion
and deletion indicates higher fidelity. This is in contrast to
the traditional insertion and deletion metrics, where a higher
insertion Area Under the Curve (AUC) and a lower deletion
AUC indicate higher fidelity.

We plot the Empirical Cumulative Distribution Function
(ECDF) plots of the AOPC scores for deletion in Fig. 5a and
for insertion in Fig. 5b. The AOPC scores for SLICE were
higher than that of LIME and BayLIME. Further, it can be
seen that there are few images for which the AOPC score
was negative for LIME and BayLIME. A negative AOPC
score would indicate that the resultant drop or increase in
Y was opposite to what was expected by inserting or delet-
ing a superpixel. As such, the explanations of LIME and
BayLIME for those images have very low fidelity.

Table 2. Probability of observing a negative AOPC score denoted
by Pr~ (Lower probability indicates higher fidelity) for different
methods across different datasets and models.[O and P denote the
Oxford-IIIT Pets and PASCAL VOC datasets, while I and R de-
note InceptionV3 and Resnet50 models.]

Method o_I O_R P_I P_R
LIME™s 0.5687 0.5131 0.5283 0.3204
BayLIME™ 05982 0.6227 0.6440 0.2288
SLICE™s 0.0 0.0545 0.0 0.0186
LIMEd®! 0.4063 0.3304 0.3749 0.3204
BayLIME?! 04504 0.4468 0.5343 0.2251
SLIC Fdel 0.0 0.0 0.0 0.0

Table 3. Wilcoxon rank test results for comparison of LIME,
BayLIME, and SLICE. AOPC(x,y) indicates the test where
the null hypothesis Ho was “The median of the differences
(AOPCscore(z) — AOPCscore(y)) is equal to zero,” and
the alternative hypothesis was H, was “The median of the dif-
ferences (AOPC'score(z) — AOPCscore(y)) is greater than
zero”. [SLICE(S), LIME(L), and BayLIME(B); D:M denotes
Dataset:Model; O refers to Oxford-IIT Pets and P refers to PAS-
CAL VOC datasets. R denotes Resnet50 and I denotes Inception
V3 models. W denotes the Test Statistic, M a denotes the median
of differences and Neg. Count denotes the number of negative dif-
ferences (out of 50 images)]

Test DM W p-value Ma Neg.
Count
Insertion
AOPC(S,L) O 1210 1.6e-08 0.001 2
AOPC(S,L) O:R 1126 1.2e-06 0.001 3
AOPC(S,L) P:I 1249 1.8e-09 0.002 1
AOPC(S,L) P:R 1134 8.2e-07 0.006 9
AOPC(S,B) O:1 1248 1.9e¢-09 0.002 1
AOPC(S,.B) O:R 1176 1.0e-07 0.001 4
AOPC(S,B) P 1269 5.4e-10 0.003 0
AOPC(S,B) P:R 1171 1.3e-07 0.01 8
Deletion

AOPC(S,L) O 1255 1.3e-09 0.01 1
AOPC(S,L) O:R 1228 5.9e-09 0.003 4
AOPC(S,L) P:I 1250 1.7e-09 0.01 3
AOPC(S,L) P:R 1135 7.8e-07 0.01 11
AOPC(S,B) O 1233  4.5e-09 0.005 3
AOPC(S,B) O:R 1229 5.7¢-09 0.003 3
AOPC(S,B) P 1275 3.8e-10  0.006 O
AOPC(S,B) P:R 1174 1.1e-07 0.004 5

On the other hand, for SLICE, there was one image
for which the AOPC score was lower than 0. Hence, we
estimated the probability of observing a negative AOPC
value (Pr~) for an explanation from SLICE, LIME, and
BayLIME. We used KDE to analyze the distribution of
AOPC scores for explanations from the mentioned methods.
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Figure 5. ECDF plots of AOPC (Higher AO PC indicates higher fidelity)
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Figure 6. ECDF plots of Deletion and Insertion AUC

We used Scott’s rule of thumb (refer Sec. S4) to determine
the bandwidth of KDE in our experiments. From Tab. 2,
it can be seen that SLICE has significantly lower Pr~ as
compared to LIME and BayLIME. This further proves the
fidelity of SLICE explanations as compared to LIME and
BayLIME.

The AOPC scores are low due to the nature of the pertur-
bation used (Ada-Blur). We also performed Wilcoxon rank
tests to ascertain that the higher AOPC values of SLICE ex-
planations, as compared to those of LIME and BayLIME,
were statistically significant. In our tests, the p-values were
low, and the test statistics were high (Sec. 5.3.1). The re-
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sults from our tests provide robust statistical evidence con-
firming that the AOPC values of SLICE explanations were
significantly higher than those of LIME and BayLIME.

Table 4. Table presents Wilcoxon rank test results for comparing
the Insertion and deletion AUCs of LIME, BayLIME, and SLICE.
AUC(x,y) denotes a test with null hypothesis Hy that the median
difference in scores (insertion or deletion) between x and y is zero,
against an alternative hypothesis H, of a positive median differ-
ence. [SLICE (S), LIME (L), and BayLIME (B); D:M signifies
Dataset:Model; with O for Oxford-IIT Pets, P for PASCAL VOC,
R for Resnet50, and I for Inception V3. W represents the Test
Statistic, M a the median of differences, and Neg. Count the num-
ber of negatives in 50 images.]

Test D:M W p-value Mx Neg.

Count

Insertion
AUCS,L) OI 1124  1.3e-06 0.008 7
AUCS,L) O:R 962 8.7e-4 0.004 13
AUCS,L) PiI 852 1.9¢e-4 0.002 14
AUC(S,L) P:R 955 1.1e-3 0.008 14

AUC(S,B) O 1187 5.7¢e-08 0.019 4
AUC(S,B) O:R 1138 6.8¢-07 0.013 7
AUC(S,B) PI 1116 1.9-06  0.012 5
AUC(S,B) P:R 1105 3.2e-06 0.015 6

Deletion

AUC(L,S) Ol 1240 3.0e-09 0.005 2
AUCL,S) O:R 1214 1.3e-08 0.005 2
AUC(L,S) PI 1266 6.5e-10 0.007 1
AUCL,S) P:R 1201 2.7¢-08 0.01 6
AUC(B.,S) O 1234  4.3e-09 0.006 3
AUC(B,S) O:R 1251 1.6e-09 0.006 2
AUC(B.,S) P 1274 4.0e-10 0.007 O
AUC(B,S) P:R 1201 2.7¢-08 0.008 5

5.3.2 Deletion and Insertion Game

We also performed the traditional insertion and deletion
test [11] for LIME, BayLIME, and SLICE. Superpixels are
added as per their importance in the insertion procedure,
and the model’s change of Y is noted. A higher fidelity ex-
planation should have a higher area under the curve (AUC)
for its insertion graph. Conversely, in the deletion proce-
dure, superpixels are deleted, and the model’s change in Y
is noted. An explanation with higher fidelity should have a
lower AUC for the deletion graph.

We plot the ECDF graphs for the Deletion and Insertion
AUC:s in Fig. 6a and Fig. 6b. The ECDF graph in Fig. 6a in-
dicates that the AUC:s, for the deletion procedure, of SLICE
explanations was lower than that of LIME and BayLIME
explanations. We performed the Wilcoxon rank tests on the
AUC:s obtained for all three methods to confirm this obser-
vation. In our tests, the p-values were extremely low, and
the test statistics were high (Tab. 4).

The ECDF graph in Fig. 6b indicates that the AUCs
for the insertion procedure of the explanations from SLICE

were much higher than those from LIME and BayLIME. We
performed Wilcoxon rank tests to ascertain that the higher
insertion score of SLICE explanations, compared to those of
LIME and BayLIME, were statistically significant. In our
tests, the p-values were extremely low, and the test statistics
were high (Tab. 4).

The results from our tests provide robust statistical ev-
idence confirming that the explanations of SLICE were
significantly superior in fidelity than those of LIME and
BayLIME.

Table 5. Average running time of LIME, BayLIME, and SLICE
(in seconds per image) for Inception V3 and Resnet50 models.

Method Inception_v3 Resnet50
LIME 19.48s 11.73
BayLIMFE 19.70s 11.87
SLICE 88.94 44.73

5.4. Computation Time

Tab. 5 presents average runtime for LIME, BayLIME, and
SLICE using Inception V3 and Resnet50 indicating the
need to enhance SLICE’s speed.

6. Limitations

[19] highlighted inconsistencies in saliency metrics due to
unjustified perturbations. We address this with theoretically
and empirically justified Gaussian Blur (Sec. 3.2). An ex-
tensive investigation of the reliability of fidelity metrics was
not studied and can be a potential future work.

7. Conclusion and Future Work

The results of our experiments indicate that a holistic ap-
proach is more effective in stabilizing LIME explanations.
Our proposed method, SLICE, used a novel feature elimi-
nation method and Gaussian blur with adaptive sigma selec-
tion as the perturbation technique, to stabilize explanations.
Our feature elimination method, SEFE, adeptly estimates
and discards superpixels with high sign variability. Gaus-
sian blur with sigma selected adaptively, Ada-Blur, as per-
turbation technique constrained the perturbed samples to be
closer to the IE and yet have an adequate variance for the
surrogate model to learn. This led to a substantial reduc-
tion in the sign entropy and the variance of superpixels’ im-
portance, thus ensuring higher consistency. Further, our re-
sults also provide strong empirical evidence that the fidelity
of SLICE explanations is significantly higher than that of
LIME and BayLIME.
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