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Abstract
Neural approaches have shown a significant progress

on camera-based reconstruction. But they require either a
fairly dense sampling of the viewing sphere, or pre-training
on an existing dataset, thereby limiting their generaliz-
ability. In contrast, photometric stereo (PS) approaches
have shown great potential for achieving high-quality re-
construction under sparse viewpoints. Yet, they are imprac-
tical because they typically require tedious laboratory con-
ditions, are restricted to dark rooms, and often multi-staged,
making them subject to accumulated errors. To address
these shortcomings, we propose an end-to-end uncalibrated
multi-view PS framework for reconstructing high-resolution
shapes acquired from sparse viewpoints in a real-world en-
vironment. We relax the dark room assumption, and allow
a combination of static ambient lighting and dynamic near
LED lighting, thereby enabling easy data capture outside
the lab. Experimental validation confirms that it outper-
forms existing baseline approaches in the regime of sparse
viewpoints by a large margin. This allows to bring high-
accuracy 3D reconstruction from the dark room to the real
world, while maintaining a reasonable data capture com-
plexity.

1. Introduction
The challenge of 3D reconstruction stands as a corner-
stone in both computer vision and computer graphics. De-
spite notable progress in recovering an object’s shape from
dense image viewpoints, predicting consistent geometry
from sparse viewpoints remains a difficult task. Contem-
porary approaches employing neural data structures depend
heavily on extensive training data to achieve generalization
in the context of sparse views. Additionally, the presence of
a wide baseline or textureless objects form significant ob-
stacles. In contrast, photometric methodologies like photo-
metric stereo (PS) excel in reconstructing geometry, even in
textureless regions. This capability is attributed to the abun-
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Figure 1. We introduce the first framework for multi-view un-
calibrated point-light photometric stereo. Given a set of PS im-
ages captured from different viewpoints (left), our method recov-
ers high-fidelity 3D reconstruction (right). The acquisition of un-
calibrated point-light PS imagery captured under ambient lighting
in a sparse multi-view setup does not only allow for easy data cap-
ture, but also leads to 3D reconstructions of unprecedented detail.
Here, with as few as two views we are able to reconstruct the squir-
rel’s 3D geometry at higher precision than the state-of-the-art.

dance of shading information derived from images acquired
under diverse illumination. Yet, such approaches typically
require a controlled laboratory setup to fulfill the necessary
dark room and directional light assumptions. As a conse-
quence, PS approaches become impractical beyond the con-
fines of a laboratory.

To address these shortcomings we combine state-of-the-
art volume rendering formulations with a sparse multi-view
photometric stereo model. In particular, we advocate a
physically realistic lighting model that combines ambient
light and uncalibrated point-light illumination. Our ap-
proach facilitates simplified data acquisition, and we intro-
duce a novel pipeline capable of reconstructing an object’s
geometry from a sparse set of viewpoints, even if the object
is completely textureless. Furthermore, since we assume a
point-light model instead of distant directional lighting, we
can infer absolute depth from a single viewpoint, allowing
us to address the challenge of wide camera baselines.

This CVPR paper is the Open Access version, provided by the Computer Vision Foundation.
Except for this watermark, it is identical to the accepted version;
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In detail, our contributions are as follows:
• We introduce the first framework for multi-view uncali-

brated point-light photometric stereo. It combines a state-
of-the-art volume rendering formulation with a physically
realistic model of ambient light and point lights.

• We eliminate the need for a dark room environment,
dense capturing process, and distant lighting. Thereby we
enhance the accessibility and simplify data acquisition for
setups beyond traditional laboratory settings.

• We validate that it can be successfully used for accu-
rate shape reconstruction of textureless objects in highly
sparse scenarios with wide baselines.

• Despite the absence of pre-processing or vast training
data, we outperform cutting-edge approaches that either
rely only on static ambient illumination or PS imagery.

2. Related Work
In this section, we categorize pertinent works into two dis-
tinct groups. The first category focuses on neural 3D re-
construction, emphasizing the use of images captured under
static ambient illumination. Subsequently, the second cate-
gory delves into photometric stereo (PS) approaches, which
specifically involve methods assuming images captured un-
der varying illumination conditions.

2.1. Neural 3D reconstruction
In our context, the domain of neural 3D reconstruction un-
der static ambient light can be bifurcated into two distinct
subcategories. The first comprises methodologies that pre-
sume a dense sampling of the viewing sphere [5, 11, 12,
14, 36, 38, 39, 52, 63, 64, 68]. Conversely, the second sub-
category encompasses techniques adept at handling sparse
camera viewpoints [7, 9, 13, 16, 22, 33, 43, 47, 51, 53, 56–
59, 61, 62, 65–67].

Given our emphasis on a sparse set of camera view-
points, our focus will be directed toward the latter set of
methodologies. The majority of sparse reconstruction ap-
proaches within this category hinge on training with a spe-
cific dataset [9, 13, 16, 47, 53, 57–59, 61, 62, 65, 67]. The
reliance on extensive training data renders these techniques
susceptible to errors when confronted with objects not rep-
resented in the training dataset, thereby introducing sensi-
tivity to the domain gap between training and test data.

Efforts have been undertaken to mitigate the challenges
associated with the domain gap. One approach involves
fine-tuning pre-trained architectures during test time with
sparse input data [22, 33, 43]. However, while fine-tuning
enables fine-scale refinement of the predicted reconstruc-
tion, the broader issue of generalization to entirely differ-
ent datasets persists as a challenge. Furthermore, it is cru-
cial to note that all the previously mentioned sparse ap-
proaches presume small camera baselines and textured ob-
jects. To achieve a full reconstruction of an object from
sparse views, it becomes imperative to develop texture-

agnostic approaches capable of handling wide baselines.
Another set of approaches involves the utilization of pre-

training to establish a geometric prior [51, 56, 66]. Yu et
al. [66] leverages this geometric prior to predict a depth
and normal map, albeit with a limitation in fine-scale de-
tails due to its coarse resolution. Notably, [51, 56] address
this limitation. Wu et al. [56] relax the assumption on small
baselines, although a reasonable overlap of sparse views re-
mains necessary for consistent 3D reconstruction. Vora et
al. [51] demonstrate promising results with much less over-
lap, employing only three viewpoints. However, the use of
template shapes as a prior term introduces the risk of the re-
construction quality being affected by the domain gap curse.

In contrast, our approach eliminates the requirement for
training data and operates effectively in wide baseline sce-
narios, independent of the object’s texture. This accom-
plishment can be attributed to the integration of PS princi-
ples, which we will elucidate in the subsequent discussion.

2.2. Photometric Stereo
The principle of PS [54] has a long and established history,
renowned for yielding high-quality and finely detailed geo-
metric estimates, due to its capturing process: multiple im-
ages under different illumination of a static object are cap-
tured from a single camera viewpoint.

In our case, PS approaches can thus be categorized into
two main types. The first category pertains to single-view
methods [17, 23, 29, 30, 32, 35, 40, 45, 46, 50], wherein
data is acquired as described above. The second category
involves multi-view methods [1, 10, 21, 26–28, 31, 41, 55,
60, 72], where the capturing process is repeated at multiple
camera viewpoints.

Within the context of our task, we concentrate on the
multi-view scenario. Many existing approaches in this do-
main assume knowledge of the light source for each image,
earning them the designation of calibrated PS (CPS). In this
case, frequently the light is parameterized as directional [1,
10, 28, 72], while approaches employing point-light illumi-
nation are more sparsely represented [10, 28, 31], owing to
the intricate model and the much more complex calibration
process [46]. In a broader context, the calibration of each
image’s light source is impractical and tedious, underscor-
ing the advantage of the uncalibrated case, which inherently
facilitates a more straightforward and streamlined capturing
process.

Efforts have been dedicated to exploring the uncalibrated
PS (UPS) scenario, where there is no prior knowledge of
the light source [21, 26, 27, 41, 55, 60]. Nevertheless, all
these uncalibrated methods typically assume a distant and
directional light model or permit a lighting model based
on spherical harmonics [2, 4, 18, 19, 44, 48, 49], albeit at
the expense of being restricted to Lambertian objects [55].
Consequently, the exploration of the uncalibrated point-
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light case remains uncharted territory, particularly in the
multi-view scenario.

Despite the impractical assumption of calibrated light
or the constraint of uncalibrated directional lighting, the
aforementioned multi-view photometric stereo approaches
demand a dark room and lack accommodation for ambi-
ent light [1, 10, 21, 26–28, 31, 41, 60, 72]. Additionally,
they comprise multiple stages, rendering them prone to ini-
tialization and accumulation errors [21, 26–28, 31, 41, 55,
60]. Furthermore, these methods assume Lambertian ob-
jects [31, 55] and crucially rely on a dense sampling of cam-
era viewpoints around the object [21, 28, 31, 41, 55].

The approach most closely related to ours is the sparse
method PS-NeRF [60], which assumes uncalibrated direc-
tional lighting with imagery captured in a dark room. This
method comprises multiple stages, where initially, a pre-
trained network [8] is utilized to estimate the initial light,
along with normal information for each image and camera
view. Subsequently, this acquired information is employed
to estimate the object’s mesh through the optimization of
an occupancy field [39]. The outputs of both stages are
then combined to derive a consistent normal map of the ob-
ject. Although PS-NeRF demonstrates impressive results
in a sparse scenario with five viewpoints, its susceptibility
to error accumulation is a potential limitation, given the in-
volvement of multiple stages.

Our proposed model addresses the aforementioned lim-
itations comprehensively. Notably, we excel in handling
sparse yet wide baseline scenarios, where existing state-
of-the-art methods encounter challenges. Our investigation
tackles the open challenge of multi-view uncalibrated point-
light PS within an end-to-end framework, liberating us from
the constraints associated with Lambertian objects. Further-
more, our approach facilitates easy data capture in the pres-
ence of ambient light, eliminating the need for a dark room.

3. Setting and image formation model
We consider an object under static illumination pho-
tographed from several different viewpoints. For every
viewpoint, we are given a set of N +1 images (I l)l=0,...,N .
Image I0 is captured only under static ambient illumina-
tion and called the ambient image. For images I1 to IN ,
the object is in addition to the ambient illumination also
illuminated by a single achromatic point-light source with
scalar light intensity L0 ∈ R+, placed at a different loca-
tion pl ∈ R3 for each image and viewpoint. We use the
common assumption in volume rendering [36, 52, 56, 64]
that the image brightness I l is the same as the accumulated
radiance of the volume rendering, see Eq. (4). Note that we
do not add an index for the viewpoint to the image to not
clutter notation, whenever we later evaluate an image at a
pixel location, we assume it implicitly means a pixel at a
specific viewpoint. In particular, a sum over all pixels is the

sum over all pixels at every viewpoint location.
According to the linearity of the radiance, the total radi-

ance for the image l is given by a sum Ll = Lamb + Ll
pt,

where Lamb is the radiance due to the static illumination,
the same for each image, and Ll

pt is the radiance due to the
point-light source used for that particular image. We will
first express the radiance due to the point-light source with
respect to the material and lighting parameters, which al-
lows to take into account the different illuminations of the
images. Subsequently, we elaborate on how we deal with
the ambient component.

3.1. Point-light illumination and material

The field L(x,n,v) maps points x ∈ R3, normal direc-
tion n(x) ∈ S2 and viewing direction v ∈ S2 to its radi-
ance. It can be expressed in terms of geometry, material and
lighting with the classical rendering equation [24]. Since for
now we only consider a single achromatic point-light source
with intensity L0 at position p, this equation simplifies to

L(x,n,v) =
L0

∥p− x∥2
fr(x,n,v, l)max(0,n · l), (1)

where l = p−x
∥p−x∥ .

As a model for the spatially varying reflectance fr, we
use the simplified Disney BRDF [25]. It is relatively simple
yet expressive enough to resemble a wide variety of mate-
rials. It has already been successfully used in several other
prior works [5, 34, 69]. The Disney BRDF requires three
parameters to be available at every point x ∈ R3: An RGB
diffuse albedo ρ ∈ R3

≥0, a roughness αr > 0 and a specular
albedo αs ∈ [0, 1].

As in [5], all three BRDF parameters can be represented
with MLPs. One MLP with network parameters γ1 com-
putes the diffuse parameter ρ, a second MLP with network
parameters γ2 computes the specular parameters (αr, αs).
To encompass all point-light and BRDF parameters, we
concatenate them into the vectors ϕ = (p1, . . . ,pM ),
which includes all light source positions (where M is the
product of N with the number of viewpoints), and γ =
(γ1, γ2), representing the BRDF parameters. Both ϕ and
γ serve as the network parameters to be learned during op-
timization. However, note that one of our contributions is
a novel strategy to deal with the diffuse albedo later on in
Sec. 5.2, which dramatically improves performance in ex-
tremely sparse scenarios.

We assume that the intensity L0 remains constant across
all images and views. This assumption is reasonable, e.g.,
when using a smartphone’s flashlight or a sole LED, as
shown in our experiments. A constant intensity introduces a
scale ambiguity between the fr and L0. We set L0 ≡ 1 and
subsequently estimate a scaled version of the BRDF, i.e., the
intensity is absorbed into the BRDF. This is feasible, since
we can scale the Disney BRDF arbitrarily.
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3.2. Ambient light

Given the provided ambient image, we adopt the approach
from [71], which involves subtracting the ambient image
from all other images. This process effectively eliminates
ambient radiance from our considerations, simulating a tra-
ditional dark room scenario. A drawback is that in practice,
the captured images contain additive noise, hence such a
subtraction will double the variance of the noise distribu-
tion, resulting in noisier input images. Nevertheless, as can
be seen in the results, our approach works successfully with
this strategy even if we use a simple smartphone camera for
the data capture.

However, this simplification is enabled by the fact that
the point-light sources are near the object, making it easy
to obtain a well exposed contribution from the point-light
source. In methods assuming directional lighting, the prac-
tical simulation often involves using a point-light source
placed far from the object, ensuring that the object’s diam-
eter is significantly smaller than the distance between the
point-light and the object. For example, for the DiLiGenT-
MV dataset [28], the light sources are roughly 1m from the
object, whereas for our setup, the distance is approximately
25cm. As a consequence, for a given static ambient illumi-
nation, the distant point-light will need to be 16× brighter
in the Diligent setup to obtain a similar signal to noise ratio.
This increased brightness requirement escalates the hard-
ware demands, especially if the highest quality is sought.

3.3. Other illumination effects

We do not model indirect lighting and cast-shadows explic-
itly. However, multiple previous works [3, 20, 34, 37, 70]
and PS frameworks [10, 17, 28, 46] have demonstrated that
satisfactory results can be achieved without taking these
into account. In addition, we use the robust L1-norm in
our data term (7) to further increase robustness. Further-
more, we will expose a simple strategy in Sec. 5 to reduce
the impact of cast-shadows, which inevitably occur when
capturing a nonconvex object under changing illumination.

4. Volume rendering of the surface
For differentiable rendering we build upon VolSDF [64]
because in contrast to NeRF [36] it allows us to decou-
ple geometric representation and appearance. As discussed
in [47, 56, 65], VolSDF exhibits poor reconstruction quality
in the sparse viewpoint scenario due to the shape-radiance
ambiguity. We eliminate this ambiguity thanks to photo-
metric stereo, providing shading cues from different illu-
minations for each viewpoint. To this end, we employ the
radiance field in Eq. (1) and apply it to the multi-view un-
calibrated point-light PS setting. The integration of differ-
entiable volume rendering with a physically realistic light-
ing model provides an efficient solution to the multi-view

photometric stereo problem, enabling high-quality recon-
struction even with sparse viewpoints, as demonstrated in
the subsequent results.

Geometry model and associated density. The geom-
etry of the scene is modeled with a signed distance func-
tion (SDF) d : Ω → R within the volume Ω ⊂ R3.
We follow [42, 52, 63, 64] and represent the SDF with an
MLP d(x; θ) parametrized by θ. Note that we assume pos-
itive values of the SDF d inside the object, thus the normal
vector is given by n = ∇d/ ∥∇d∥ on Ω. To render the
scene, we follow [64] and transform the SDF into a den-
sity σ : Ω → R≥0 by means of the transformation

σ(x) = β−1Ψβ(−d(x)), (2)

where Ψβ denotes the cumulative distribution function of
the Laplace distribution with zero mean. The positive scale
parameter β is learned during optimization. For simplicity,
we assume it is included in the set of SDF parameters θ.

Volume Rendering. Using the density (2), we can now
set up a distribution of weights w(t) along each ray x(t) =
c + tv, t ≥ 0 defined by the center of projection c of the
camera and viewing direction v,

w(t) = σ(x(t)) exp

(
−
∫ t

0

σ(x(s)) ds

)
. (3)

This is the derivative of the opacity function, which is
monotonically increasing from zero to one, and thus w is
indeed a probability distribution [64]. In particular, the in-
tegral

Lp =

∫ ∞

0

w(t)L(x(t),n(t),v) dt, (4)

to compute radiance Lp in the pixel p ∈ R2 corresponding
to the ray x(t) is well-defined. Intuitively, we accumulate
the radiance field (1) of the point-light source at locations
where opacity increases, i.e. where we move towards the
inside of the object. For an ideal sharp boundary, w would
be a Dirac distribution with its peak placed at the boundary.

As was done in [64] we approximate the integral (4) us-
ing the quadrature rule

Lp ≈
m−1∑
i=1

(ti+1 − ti)w(ti)L(x(ti),n(ti),v). (5)

for numerical integration with a discrete set of samples t1 <
t2 < · · · < tm. Note that the integral (3) required for w(ti)
in (5) can be numerically computed using an analogous for-
mula while iteratively accumulating the sum (5).

5. Training objective and optimization
In order to reconstruct the scene by inverse rendering, we
train our neural networks from the available input images.
We optimize for the geometry parameters θ of the SDF net-
work and point-light and BRDF parameters ϕ and γ of the
appearance network, respectively.
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5.1. Vanilla loss function with MLP for albedo

The overall loss consists of the sum of an inverse render-
ing loss ERGB(θ, ϕ, γ), an Eikonal loss Eeik(θ) and a mask
loss Emask(θ) for the SDF,

E(θ, ϕ, γ) = ERGB(θ, ϕ, γ)+λ1Eeik(θ)+λ2Emask(θ), (6)

with respective weighting parameters λ1, λ2 ≥ 0 given as
hyperparameters. We will describe the different terms in
detail in the following.

The rendering loss

ERGB(θ, ϕ, γ) =
∑
p

∑
l∈Bτ (p)

∥∥I lp − Ll
p(θ, ϕ, γ)

∥∥
1

(7)

encourages that the rendered images resemble the input
images. As a strategy to deal with cast-shadows, for
each pixel p, we use only the τ brightest views Bτ (p) ⊂
{1 . . . N}, where τ > 0 is a hyper-parameter. This reduces
the impact of cast-shadows, as a pixel will have the smallest
possible brightness when it lies in shadow. Such a strategy
is necessary since despite the use of an L1-norm to improve
robustness against outliers, some regions with frequent cast-
shadows would still exhibit small artefacts, as can be seen
in Fig. 2. In order to avoid wasting meaningful information
due to this heuristic, we set τ = N for the first half of the
iterations, and then set it to τ = ⌈ 3

4N⌉ for the second half
for improved handling of cast-shadows.

The Eikonal term

Eeik(θ) =
∑
x

(∥∇xd(x; θ)∥ − 1)2 (8)

encourages d(x; θ) to approximate an SDF, as it penalizes
deviations from the respective partial differential equation
which every SDF satisfies, see e.g. [15].

Finally, we follow [5, 52] and employ the mask loss

Emask(θ) =
∑
p

BCE(Mp,Wp(θ)), (9)

to impose silhouette consistency by means of the binary
cross entropy (BCE) between the given binary mask Mp

at the pixel p and the sum Wp(θ) =
∑m−1

i=1 w(ti; θ) of the
weights at the sampling locations ti used in (5).

5.2. Using the optimal diffuse albedo

In this section, we introduce a strategy to handle the diffuse
albedo. This is inspired by [17], however in their single-
view approach they are only able to handle the least-squares
case, i.e. L2, while we extend their formulation to objective
functions of the form of an Lp-norm, with p = 1 in our
case, see Eq. (7). In lieu of employing an MLP for mod-
eling the diffuse albedo, we opt for approximating an opti-
mal solution considering the remaining parameters. This al-
lows us to exclude the diffuse albedo from the optimization

Input image w/o truncation w/ truncation

Figure 2. Effect of cast-shadows on the result. The region behind
the ear exhibits frequent cast-shadows in the input images (left),
which induce artefacts in the estimated mesh (middle). Our trun-
cation strategy (Sec. 5.1) successfully eliminates these (right).

process. Our subsequent demonstration will underscore the
significant benefits of this approach in the context of sparse
views, leading to markedly improved final geometry. A key
technical change is the domain of the diffuse parameter ρ.
So far, it has been a vector field defined in world space Ω,
implemented with a neural network. However, in the fol-
lowing we only try to recover the projection of ρ on the
image planes. Thus, the input to ρ will be a pixel, and the
output is the diffuse albedo at the intersection between the
pixel’s ray and the object surface. In particular, the set of
BRDF parameters is reduced to γ = γ2 and now only in-
cludes specular parameters.

Reformulation of the data term. We will now derive an
expression for the data term which allows to solve for dif-
fuse albedo ρ when given all of the other parameters. Note
that the SVBRDF can be decomposed into a diffuse part and
a specular part [25],

fr(x,n,v, l) =
ρ(x)

π
+ fs(x,n,v, l), (10)

where the specular part fs depends on both the roughness
and specular albedo. If we denote the BRDF-independent
factor of the radiance field (1) by

Sl(x,n) =
L0

∥x− pl∥2
max(0,n · l), (11)

this implies that the total radiance field is the sum of diffuse
radiance ρ

πS
l and specular radiance Ll

s = fsS
l.

Inserting this into the volume rendering equation (4), we
can thus re-arrange the data term (7) as

ERGB(θ, ϕ, γ, ρ) =
∑
p

∑
l∈Sτ (p)

∥∥blp(θ, ϕ, γ)− ρpa
l
p(θ, ϕ)

∥∥
1

with alp(θ, ϕ) =
1

π

∫ ∞

0

wθ(t)S
l(x(t),nθ(t)) dt,

blp(θ, ϕ, γ) = I lp −
∫ ∞

0

wθ(t)L
l
s(x(t),nθ(t),v) dt.

(12)
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Input image [56] [10] (directional light) [10] (point-light) [60] Ours

Figure 3. Full 3D reconstruction of one synthetic and two real objects from 6 viewpoints. While some of the baseline reconstructions
(with directional or point-light models) exhibit texture-induced patterns, distortions or other artefacts, the proposed framework consistently
yields artefact- and distortion-free reconstructions with finer geometric details. Additional results are shown in the supplementary.

When keeping θ, ϕ, and γ fixed, this expression can be min-
imized pixel-wise for ρ as a linear least absolute deviation
problem, as we show next.

Alternate treatment of the diffuse albedo. It is now
possible to completely exclude the diffuse albedo ρ from
the optimization and simply replace it by the optimal value

ρ∗θ,γ = argmin
ρ

ERGB(θ, ϕ, γ, ρ) (13)

with respect to the other parameters. In our case, we are
facing a linear least absolute deviation problem which can
be solved individually for each pixel.

We thus approximate the solution using a few iterations
of iterative reweighted least squares [6], as it efficiently
solves the problem while providing a differentiable expres-
sion. In order to simplify notation, we omit the dependency
w.r.t. the parameters and denote only the channel-wise op-
erations, where we iteratively compute

ρ∗p ≈ ρ(k)p =
b⊤p W

(k)
p ap

a⊤p W
(k)
p ap

(14)

with diagonal matrices

W (k)
p =

{
diag(max(ϵ, |bp − ρ

(k−1)
p ap|)−1) if k ≥ 1,

I otherwise.
(15)

Above, k is the index of iteration, and ap and bp are the
vectors whose components are given in Eq. (12). The small
constant ϵ > 0 avoids numerical issues, and I is an iden-
tity matrix of matching size. The gradient of ρ(k)p with re-
spect to θ and γ is computed using automatic differentia-
tion, however the gradient of W (k)

p is not back-propagated,
as it makes the optimization much more difficult and de-
grades the quality of the results.

In the forthcoming evaluation section, we demonstrate
that this formulation delivers exceptional performance in
3D reconstruction from sparse viewpoints. Notably, it
proves particularly advantageous in the most sparse scenar-
ios, where only two viewpoints are available, showcasing
its superiority over the previous MLP-based formulation.
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do
g1

do
g2

Input image [56] [60] Ours
Figure 4. Results for both dog1 and dog2 obtained with 5 viewpoints reveal a notable performance degradation in [56] and [60] when
confronted with complex textures. This deterioration is attributed to a generalization failure of their learned priors. In contrast, our
approach, which does not rely on any prior, provides a superior reconstruction that is unaffected by the complex texture.

↓RMSE×100 ↓MAE
[56] [10]D [10]P [60] Ours [56] [10]D [10]P [60] Ours

dog1 2.1 8.9 13.9 2.1 0.4 22.0 39.9 39.2 18.8 04.6
dog2 2.2 8.4 13.4 2.1 0.4 23.2 29.6 40.3 19.5 04.8
girl1 0.9 6.1 02.3 1.5 0.3 17.2 41.8 46.5 23.8 09.6
girl2 1.5 5.2 04.8 1.5 0.3 23.9 40.0 47.3 23.4 10.2

Table 1. RMSE and MAE for full 3D reconstructions. RMSE is
computed based on the vertex to mesh distance, and the MAE is
computed using the angular error between the normals of a vertex
and its closest point in the ground truth mesh. OurAlbedoNet leads
to highly similar results as our main framework in this scenario.

6. Results

To substantiate the efficacy of our framework, we conduct
evaluations on both synthetic and real-world datasets. We
generate four synthetic scans by combining two distinct ge-
ometries with two different materials. The first material is
white, rendering it textureless, while the second material
exhibits a high degree of texture. This design enables us
to quantify the influence of texture on the obtained results.
The four synthetic scans are denoted as dog1, dog2, girl1,
and girl2. Additionally, we acquire real-world data for six
objects, namely, bird, squirrel, hawk, rooster, flamingo and
pumpkin. We also consider the DiLiGenT-MV dataset [28].

Evaluation. We first evaluate full 3D reconstruction using
only six viewpoints in total, except for dog1 and dog2 where
five viewpoints are considered. We evaluate against both
state-of-the-art sparse viewpoint reconstruction approaches

assuming static illumination [33, 47, 56, 65] and photomet-
ric stereo approaches [10, 60]. Since [10] allows for direc-
tional and point-light illumination, we consider both cases
in our evaluation. [10]D and [10]P refers to the directional
and point-light version, respectively. Given the calibrated
nature of their framework, we furnish the estimated lighting
parameters using our approach. Additionally, we explore
a more challenging scenario wherein only two viewpoints
with a wide baseline are available. We therefore introduce
an ablated version of our framework, wherein the diffuse
albedo is modeled with an MLP. This adaptation allows to
highlight the advantages of employing the optimal diffuse
albedo introduced in Sec. 5.2.

Full 3D reconstruction. As anticipated, [33, 47, 65] pro-
duce degenerate meshes in our wide baseline setup. Results
in the supplementary demonstrate that they perform ade-
quately when the distance between cameras is sufficiently
small, although our framework consistently outperforms
them. Conversely, Tab. 1 and Fig. 3 illustrate that our ap-
proach surpasses relevant baselines [10, 56, 60] both quanti-
tatively and qualitatively. Our method yields sharper details
without visible artifacts. Furthermore, error maps (shown
in the supplementary material) reveal that the geometry ob-
tained with [60] exhibits global distortions. Additionally,
Fig. 4 demonstrates that both [56, 60] perform poorly when
confronted with complex textures, while our results remain
unaffected. This suggests that their pre-trained priors failed
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Figure 5. Reconstructions from two distant viewpoints. Severe artefacts can be noticed for both [60] and OurAlbedoNet, and more
particularly [60] introduce significant distortions in the shapes, as a result of using normal maps which do not provide strong enough
constraints on the absolute position of the points.

to generalize for the given texture, possibly misassigning
it as geometric patterns. This shows the advantage of ap-
proaches without relying on learned priors. The results for
the DiLiGenT-MV dataset [28] are shown in the supplemen-
tary, demonstrating a high accuracy in the classical scenario
of a dark room and distant light sources.

Two viewpoints. We denote our ablated framework, which
uses a diffuse albedo network, as OurAlbedoNet. We ex-
clude [56] from consideration as they require at least three
viewpoints. Fig. 5 vividly illustrates the advantage of our
framework in this challenging scenario, especially with
the use of the optimal diffuse albedo. Notably, [60] and
OurAlbedoNet exhibit pronounced artifacts and inaccura-
cies in geometric details in certain regions. Moreover, [60]
results in severe distortions of the shape. We attribute this
to their heavy reliance on per-view normal maps for recon-
struction, which lacks absolute depth information about the
shape. In contrast, our method directly estimates the shape
from various point-light illuminations, coupled with a suit-
able model (Eq. (1)). This approach provides relevant cues

about the absolute position of the points, contributing to
more accurate and high-quality reconstructions.
Limitations and future work. A dedicated section is avail-
able in the supplementary.

7. Conclusion
We introduced the first framework for multi-view uncali-
brated point-light photometric stereo. It combines a state-
of-the-art volume rendering approach with a physically re-
alistic illumination model consisting of an ambient compo-
nent and uncalibrated point-lights. As demonstrated in a va-
riety of experiments, the proposed approach offers a practi-
cal paradigm to create highly accurate 3D reconstructions
from sparse and distant viewpoints, even outside a con-
trolled dark room environment.
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Daniel Cremers. On the Well-Posedness of Uncalibrated
Photometric Stereo Under General Lighting, pages 147–176.
Springer International Publishing, Cham, 2020. 2

[5] Mohammed Brahimi, Bjoern Haefner, Tarun Yenamandra,
Bastian Goldluecke, and Daniel Cremers. Supervol: Super-
resolution shape and reflectance estimation in inverse vol-
ume rendering. arXiv preprint arXiv:2212.04968, 2022. 2,
3, 5

[6] C Sidney Burrus. Iterative reweighted least squares.
OpenStax CNX. Available online: http://cnx.
org/contents/92b90377-2b34-49e4-b26f-7fe572db78a1,
12, 2012. 6

[7] Llukman Cerkezi and Paolo Favaro. Sparse 3d recon-
struction via object-centric ray sampling. arXiv preprint
arXiv:2309.03008, 2023. 2

[8] Guanying Chen, Kai Han, Boxin Shi, Yasuyuki Matsushita,
and Kwan-Yee K Wong. Self-calibrating deep photometric
stereo networks. In Proceedings of the IEEE/CVF Confer-
ence on Computer Vision and Pattern Recognition, pages
8739–8747, 2019. 3

[9] Shuo Cheng, Zexiang Xu, Shilin Zhu, Zhuwen Li, Li Erran
Li, Ravi Ramamoorthi, and Hao Su. Deep stereo using adap-
tive thin volume representation with uncertainty awareness.
In Proceedings of the IEEE/CVF Conference on Computer
Vision and Pattern Recognition, pages 2524–2534, 2020. 2

[10] Ziang Cheng, Hongdong Li, Richard Hartley, Yinqiang
Zheng, and Imari Sato. Diffeomorphic neural surface param-
eterization for 3d and reflectance acquisition. In ACM SIG-
GRAPH 2022 Conference Proceedings, pages 1–10, 2022. 2,
3, 4, 6, 7

[11] Ziang Cheng, Junxuan Li, and Hongdong Li. Wildlight: In-
the-wild inverse rendering with a flashlight. In Proceedings
of the IEEE/CVF Conference on Computer Vision and Pat-
tern Recognition, pages 4305–4314, 2023. 2

[12] François Darmon, Bénédicte Bascle, Jean-Clément Devaux,
Pascal Monasse, and Mathieu Aubry. Improving neural im-
plicit surfaces geometry with patch warping. In Proceedings
of the IEEE/CVF Conference on Computer Vision and Pat-
tern Recognition, pages 6260–6269, 2022. 2

[13] Yikang Ding, Wentao Yuan, Qingtian Zhu, Haotian Zhang,
Xiangyue Liu, Yuanjiang Wang, and Xiao Liu. Transmvs-

net: Global context-aware multi-view stereo network with
transformers. In Proceedings of the IEEE/CVF Conference
on Computer Vision and Pattern Recognition, pages 8585–
8594, 2022. 2

[14] Qiancheng Fu, Qingshan Xu, Yew Soon Ong, and Wenbing
Tao. Geo-neus: Geometry-consistent neural implicit surfaces
learning for multi-view reconstruction. Advances in Neural
Information Processing Systems, 35:3403–3416, 2022. 2

[15] Amos Gropp, Lior Yariv, Niv Haim, Matan Atzmon, and
Yaron Lipman. Implicit geometric regularization for learning
shapes. arXiv preprint arXiv:2002.10099, 2020. 5

[16] Xiaodong Gu, Zhiwen Fan, Siyu Zhu, Zuozhuo Dai, Feitong
Tan, and Ping Tan. Cascade cost volume for high-resolution
multi-view stereo and stereo matching. In Proceedings of
the IEEE/CVF conference on computer vision and pattern
recognition, pages 2495–2504, 2020. 2

[17] Heng Guo, Hiroaki Santo, Boxin Shi, and Yasuyuki Mat-
sushita. Edge-preserving near-light photometric stereo with
neural surfaces. arXiv preprint arXiv:2207.04622, 2022. 2,
4, 5

[18] B. Haefner, Z. Ye, M. Gao, T. Wu, Y. Quéau, and D. Cre-
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