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Abstract

While existing large vision-language multimodal mod-
els focus on whole image understanding, there is a promi-
nent gap in achieving region-specific comprehension. Cur-
rent approaches that use textual coordinates or spatial en-
codings often fail to provide a user-friendly interface for
visual prompting. To address this challenge, we intro-
duce a novel multimodal model capable of decoding arbi-
trary (free-form) visual prompts. This allows users to intu-
itively mark images and interact with the model using nat-
ural cues like a “red bounding box” or “pointed arrow”.
Our simple design directly overlays visual markers onto the
RGB image, eliminating the need for complex region encod-
ings, yet achieves state-of-the-art performance on region-
understanding tasks like Visual7W, PointQA, and Visual
Commonsense Reasoning benchmark. Furthermore, we
present ViP-Bench, a comprehensive benchmark to assess
the capability of models in understanding visual prompts
across multiple dimensions, enabling future research in this
domain. Code, data, and model are publicly available.

1. Introduction

Large language models (LLMs) like ChatGPT [21],
GPT4 [22], and Bard [9] have recently gained significant
attention for their strong reasoning and generalization capa-
bilities, and their ability to chat in a human-like manner.
In particular, models such as GPT-4V(ision) [20], which
incorporate visual information, have demonstrated human-
level perception and reasoning capabilities [36]. This has
spurred the development of similar open-source models that
aim to replicate or even surpass the proprietary models’ per-
formance.

Despite their capabilities, current models, including
seminal ones like LLaVA [14, 15] and MiniGPT-4 [42], fo-
cus predominantly on whole-image understanding; in other
words, they lack the capability to process region-specific in-
formation in complex scenes. This limitation becomes par-
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Figure 1. Main Idea of ViP-LLaVA. We directly overlay diverse
visual prompts (e.g., arrows, boxes, circles, scribbles) onto the
original image, and then feed the corresponding visual features
along with text embeddings into the large multimodal model for
conversational assistance. Here we show an example using a red
arrow.

ticularly apparent when attempting to describe specific ob-
jects within an image using only language prompts, which
can be difficult when there is ambiguity (e.g., when there
are multiple people in the image, and the question relates to
a specific person), as shown in Figure 1.

To address this issue, recent work explores spatial ref-
erences in multimodal models. Existing efforts have pri-
marily focused on using textual representations of coordi-
nates [3, 4, 7, 39], learned positional embeddings [23, 38,
41], or ROI features [26, 38]. However, they often lack user-
friendliness, as they are limited to fixed-format visual ref-
erences like bounding boxes and the spatial coordinates of
a mask contour. Most of these approaches, including those
by Zhang et al. [38] and Chen et al. [4], only employ bound-
ing box inputs for visual referrals. While effective in struc-
tured scenarios, this method proves less versatile in natural,
user-driven interactions where the visual prompts may not
conform to clean geometric shapes.

In this paper, we propose a simple yet highly effective
solution to this problem: a large multimodal model that can
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process arbitrary visual prompts. This allows a user to intu-

itively mark up images and interact using natural cues such

as a “red bounding box” or “pointed arrow”. Our model rec-
ognizes these visual prompts, offering a user-friendly way
to integrate visual references into the language dialogue.

Based on our own observation and prior work [27], which

shows that CLIP can understand visual markers, we directly

inject the visual prompts into the original image space with-
out any additional region-specific model designs. Although
our approach is deceptively simple, it yields an unexpected
benefit: our model sets new state-of-the-art performances
on tasks demanding precise region-specific perception and
complex reasoning. It surpasses the capabilities of existing
related models with specialized region encoding techniques,
as evidenced by our superior performance on region reason-

ing tasks on Visual7W [43] and PointQA [19].

To further support research in this area, we introduce
ViP-Bench, a benchmark for evaluating multimodal mod-
els’ region understanding capabilities with arbitrary visual
prompts. By collecting a diverse set of 303 images and
questions, we provide a comprehensive assessment of vi-
sual understanding capabilities across six aspects at the
region level: recognition, OCR, knowledge, math, object
relationship reasoning, and language generation. We be-
lieve that ViP-Bench will provide a solid foundation for fu-
ture research into multimodal models with arbitrary visual
prompts.

In summary, our main contributions are:

* We introduce a novel multimodal model for intuitive in-
teraction with images using natural language and arbi-
trary visual prompts, enhancing user accessibility and
model flexibility.

* We develop a visual referal approach that overlays visual
prompts directly onto images, simplifying the model’s ar-
chitecture without compromising performance.

¢ Our model, ViP-LLaVA, achieves state-of-the-art results
on region understanding tasks on established bench-
marks, surpassing specialized region encoding models.

* We introduce ViP-Bench, a benchmark for evaluating vi-
sual prompt interpretation, setting a foundational plat-
form for future research.

2. Related Work

Advancements in Large Multimodal Models. Large
language models like ChatGPT [21], GPT4 [22], and
LLaMA [29] have shown impressive reasoning and gen-
eralization capabilities. =~ The landscape of LLMs has
been markedly transformed by the recent introduction of
models that integrate visual information, such as GPT-
4V (ision) [20]. Building upon open-source LLMs [29, 31],
a vast number of multimodal vision-language models have
made significant strides, spearheaded by LLaVA [14, 15]
and MiniGPT-4 [42], which combine LLaMA’s [29] lan-

guage prowess with a CLIP [25] based image encoder.
While these models excel at whole-image understanding,
a key challenge has been region-specific comprehension
within complex visual scenes. This has led to the explo-
ration of spatial referrals in multimodal contexts. Existing
models utilize textual coordinate representations [3, 4, 7,
39], learned positional embeddings [23, 38, 41], or Region
of Interest (ROI) features [38] to anchor language to specific
image regions. However, they often employ rigid visual re-
ferral formats that are not as intuitive for users.

Visual Prompting as a User-Friendly Solution. Our fo-
cus is on making the interaction with multimodal models
more natural and intuitive. Traditional models have em-
ployed regular shapes for visual prompting, but our research
is motivated by the need for a system that can interpret a
wider range of visual prompts. For example, in visual per-
ception, interactive segmentation methods have been pro-
posed that can take in points or scribbles [11, 44]. Drawing
inspiration from recent findings that show GPT-4V’s abil-
ity to understand a variety of markers [32], we advocate
for a model that can handle arbitrary visual cues, such as
scribbles and arrows. In our model, ViP-LLaVA, we overlay
these visual prompts directly onto the image canvas. This
is accomplished by fine-tuning on a dataset specifically de-
signed for arbitrary visual prompt instructions.

Evaluating LMM’s Region Understanding Capabilities.
Existing works [4, 23, 33, 38] evaluates the model’s region
understanding capabilities on regional multichoice [19, 37,
43] or captioning [12, 35] tasks with metrics such as accu-
racy, recall, and CIDer [30]. However, these metrics fall
short when it comes to evaluating visual dialogue for large
multimodal models in an open-world setting. To evaluate
LMM’s capability in engaging in visual conversations for
image-level understanding, two families of evaluation are
proposed: multiple-choice [16] or using GPT4 as a judge
for free-form answers [15, 36]. However, a gap still ex-
ists in the evaluation of LMM’s capabilities for compre-
hending arbitrary visual prompts. To address this, we in-
troduce ViP-Bench, a comprehensive benchmark tailored
to evaluate how well the LMMs can interpret various vi-
sual prompts across multiple dimensions, including recog-
nition, OCR, knowledge, math, relationship reasoning, and
language generation.

3. Approach

Our research hinges on the premise that a large multimodal
model should not only perceive the visual content of an im-
age but also interpret arbitrary visual markers as part of the
user interaction. In this section, we describe our approach
that achieves this goal, highlighting the pivotal role of CLIP
in understanding visual markers and the construction of a
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Figure 2. Model Architecture. After alpha blending the visual
prompts onto the original image, we feed the resulting image into
the visual encoder to obtain multi-level visual features. Those fea-
tures are concatenated and fed into the LayerNorm and MLP lay-
ers to form the visual tokens. Then visual tokens and text instruc-
tion tokens are fed into the large language model to produce the
language response in an auto-regressive manner. The frozen and
trainable modules during instruction tuning are annotated.

new instruction tuning dataset tailored to train ViP-LLaVA
to understand arbitrary visual prompts.

3.1. Visual Prompt Embedding via CLIP

In contrast to prior work on region understanding [23, 38]
which constructs a new module to process visual prompts,
we leverage CLIP’s [25] existing capabilities to encode both
the image and superimposed visual markers. Specifically,
CLIP’s proficiency in aligning visual and textual data makes
it an ideal candidate for this task, as recent studies [27]
suggest that it inherently pays attention to marked regions
including circles, rectangles, efc. As shown in our exper-
iments, we further demonstrate that CLIP can focus the
model’s attention on a wider variety of visual prompts such
as arrows and arbitrary scribbles. To utilize this functional-
ity, we composite the visual prompts P, onto the original
image X, through alpha blending, creating a merged repre-
sentation that highlights the areas of interest:

Xy=a-P,+(1—-0a) X, (1

where a € [0, 1] denotes the transparency level of the visual
prompt, X, is the image, and P, is the image with the vi-
sual prompt. Note that we only perform alpha blending for
pixels underlying the visual prompt. The composite image
Xv is then fed into the multimodal model.

To effectively recognize the visual prompts, we balance
low-level and high-level visual features in ViP-LLaVA.

To address the tendency of CLIP’s deeper features to
overlook low-level details [40], we selectively extract fea-
tures from multiple CLIP layers. Specifically, we use one
early layer (6-th) to encode detailed geometric shapes and
four deeper layers (15, 18, 21, 24-th) to capture broader
semantic information. These multi-level features are then
concatenated, normalized using LayerNorm [1] for training
stability, and finally passed through an MLP layer. This

process ensures ViP-LLaVA effectively integrates diverse
visual cues, a strategy validated through our ablation stud-
ies detailed in Sec. 5.4.

Our design’s simplicity of directly overlaying visual
prompts offers several advantages. It reduces model com-
plexity by bypassing additional processing modules and
aligns closely with natural human interactions, as users of-
ten employ diverse and spontaneous visual markers. This
flexibility allows ViP-LLaVA to interpret a wide range of
user-generated visual cues, enhancing its applicability in
real-world scenarios.

To train ViP-LLaVA, we perform autoregressive lan-
guage modeling; i.e., we maximize the likelihood of gen-
erating the tokens of the ground-truth answer X,:

L
P(Xa | Xva Xinslruct) - H PH (xz ‘ Xva Xinstructa Xa,<i)

i=1

2
where 0 represents the trainable parameters, Xipgruct 1S the
text instruction, L is the sequence length of the answer X,
and X, «; denotes all the answer tokens before the current
prediction token x;, where ¢ denotes the steps during text
token generation. Here we omit system messages from the
equation for clarity, even though they are part of the condi-
tioning. Figure 2 shows our model architecture.

This training objective enables the model to gener-
ate contextually accurate responses by comprehending
the visual content, language instruction, and the overlaid
prompts. It fosters the model’s ability to interpret vi-
sual markers in unison with the image, thereby enhancing
its proficiency in addressing complex, region-specific lan-
guage inquiries. This capability is crucial for tasks requir-
ing nuanced understanding of both the visual elements and
user intentions conveyed through arbitrary visual prompts.

3.2. Visual Prompting Design

To train the model to recognize and interpret arbitrary visual
prompts, we develop a new visual prompt instruction tuning
dataset, as there are no prior datasets with arbitrary visual
prompts and instruction-output text pairs that we can use.

Our dataset comprises a diverse collection of 520k
image-text pairs marked with visual prompts, sourced from
publicly available datasets, including (1) single region rea-
soning data: 80k referring comprehension and generation
data from RefCOCOg [35], and 37k object counting data
from PointQA-LookTwice [19], (2) two-region reasoning
data: 80k triplet relationship data from Visual Genome [12],
(3) multi-region reasoning data: 30k grounded image cap-
tioning data from Flicker 30k Entities [24], 213K data from
Visual Commonsense Reasoning dataset [37], and 82k data
from Visual7W [43]. Note that all those data are collected
from the training split of the aforementioned datasets.
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Figure 3. Visualization of Visual Prompt Types. From top-left to
bottom-right: mask contour, ellipse, bounding box, triangle, scrib-
ble, point, arrow, and mask. Note that the prompts not only have
diverse shapes, but they also have diverse colors, transparency val-
ues, widths, scales, and directions.

We automatically annotate each image with various vi-
sual prompts. For the data that only comes with bound-
ing box annotations, we sample the visual prompts from
three possible categories: rectangle, ellipse, and arrow.
Here we make sure that the head of the arrow lies within
(=%, -4 (%, 4] space, where W, H are the width
and height of the image, respectively. For ellipse, the
lengths along the semi-major and semi-minor axes are in-
herited from the bounding box size, where we enlarge the
ellipse with a ratio between [1, 1.5]. On the other hand, for
regions that come with ground truth pixel-level mask anno-
tations, we annotate each region with visual prompts sam-
pled from the following 8 possibilities: rectangle, ellipse,
point, triangle, mask, mask contour, arrow, and scribble cre-
ated using Bézier curves; see Figure 3. We make sure that
the head of the arrow, entire point, triangle, and scribble lies
within the provided mask. These annotations simulate nat-
ural human interactions with images, where users often use
spontaneous markers to highlight areas of interest.

For scribbles, we simulate human-like drawings using
Bézier curves [6]. This process begins by randomly se-
lecting three points within the object mask, which serve as
the anchors for the quadratic Bézier curve. The generated
Bézier curve is then composited onto the image using the
previously mentioned alpha blending technique to produce
amerged image with the scribble serving as a visual prompt.

Humans naturally use various markers to highlight ob-
jects within their environment. For instance, in educational
settings, teachers often use arrows or underlining to draw
students’ attention to specific parts of an image or text.
Similarly, in everyday communication, people might circle
items in a photograph to point out something of interest or
use scribbles to obscure sensitive information before shar-
ing. Through our design, we create a visual instruction fol-
lowing dataset that mirrors the way humans visually inter-
act with objects, thus fostering a more intuitive and natural
interaction with the model.

3.3. Optional Region-level Instruction Tuning Data

Our training data comes from two sources: (i) region-level
visual prompting data described in Section 3.2, and (ii)

image-level data devoid of visual prompts, sourced from
LLaVA-1.5 [14]. This strategy enables ViP-LLaVA to en-
gage in human-like conversations, primarily due to the
image-level LLaVA instruction data from Liu et al. [15].
Optionally, to further enhance ViP-LLaVA'’s capability in
multimodal conversations at the region-level, we design
region-specific instruction data with the help of GPT-4V.

Prior approaches like Shikra [4] attempted to generate
region-level instruction data using text-only models like
GPT4. However, this method is inherently limiting, par-
ticularly in object-level tasks where the model, lacking vi-
sual context, cannot accurately reference multiple objects
of the same class within a single scene. To overcome this,
we develop an instruction data curation method using GPT-
4V. Unlike text-only models, GPT-4V can interpret visual
prompts displayed in images [32]. Our method involves
feeding two images into GPT-4V: the original image and a
modified version with annotated visual prompts. Alongside
these images, we provide the model with the ground-truth
(text) annotation in the original dataset and system mes-
sages. This process is used to curate <visual prompt,
text prompt, text output> triplets for the im-
ages in our dataset described in Section 3.2.

We introduce specific textual representations such as
<within red mask> and (<within red box>,
<within blue box>) to guide GPT-4V inrecognizing
the visual prompts in both single-region and multi-region
settings. During training, we replace these phrases with
the set of eight possible visual prompts described in Sec-
tion 3.2, significantly enhancing the dataset’s versatility. In
total, we curate 13k high-quality region-level instruction
data points, comprised of 7k single-region and 6k multi-
region instances. In the supplementary, we provide specific
details of the system messages, input text prompts, and gen-
erated text outputs.

Although ViP-LLaVA works well even without this en-
riched data for standard visual reasoning benchmarks, we
find that it helps to further improve the model’s ability to
have human-like conversations in open-world settings.

4. ViP-Bench for Evaluation

In order to rigorously evaluate the capabilities of multi-
modal models in interpreting and responding to visual rea-
soning queries, we introduce ViP-Bench, a benchmarking
suite for evaluating multimodal region-understanding ca-
pabilities under various visual prompts. ViP-Bench con-
sists of 303 unique image-question pairs, where images are
collected from MM-Vet [36], MMBench [16], and Visual
Genome [ 12]. Each pair consists of an image coupled with a
diverse visual reasoning question designed to test a model’s
understanding and interpretation capabilities. We reuse the
questions in MM-Vet [36] and MMBench [16] (but make
minor adjustments so that they take into account the region-
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Method Generalist?  Accuracy (%)
LSTM-Att [43] X 56.10
CMNs [10] X 72.53
12inl [18] X 83.35
GPT4ROI-7B [38] X 81.83
GPT4ROI-13B [38] X 84.82
Shikra-13B [4] v 85.33
ViP-LLaVA-Base-7B v 86.04
ViP-LLaVA-Base-13B v 87.54
ViP-LLaVA-7B v 86.60
ViP-LLaVA-13B v 87.91

Table 1. Comparison of methods in terms of generality and accu-
racy on Visual7W [43] test set.

specific visual prompts), while in Visual Genome, we de-
sign the questions and answers by ourselves. We use bound-
ing boxes and masks produced by the Segment Anything
Model (SAM) [11] to annotate the location of the objects.

Key to the design of ViP-Bench is its comprehensive
coverage of six crucial aspects of visual understanding
at the region level: recognition, OCR (Optical Character
Recognition), knowledge, math, object relationship reason-
ing, and language generation. This range ensures a holistic
assessment of a model’s performance in various facets of
region-level visual reasoning.

ViP-Bench employs a similar grading mechanism as
MM-Vet [36]. We employ the GPT-4 text model, a state-of-
the-art language model, to evaluate the responses of multi-
modal models. Specifically, we feed the response from the
multimodal model, the human annotated answer, and sev-
eral in-context scoring examples to GPT-4. The responses
are scored by GPT-4 on a scale from 0 to 10, offering a
quantitative measure of the multimodal model’s proficiency
in understanding and interpreting visual data. This grading
system provides a standardized framework for comparing
the performance of different models.

ViP-Bench is meticulously annotated by humans. This
process involved seven rounds of validation to ensure the
accuracy and relevance of the object boxes/masks, ques-
tions, and answers. Such rigorous annotation guarantees the
reliability of the benchmark as a tool for model evaluation.
An illustrative example in Table 6 showcases a scenario
where a leading model like GPT-4V misinterprets object lo-
calization under ViP-Bench, highlighting the challenges in
current multimodal understanding. We present additional
visualizations and statistics of ViP-Bench in the supp.

Through ViP-Bench, we provide a valuable tool for the
research community, aiding in the development and refine-
ment of multimodal models. By offering a comprehensive
and challenging testbed, we believe ViP-Bench can set the
stage for future advancements in the field of visual reason-
ing and multimodal interaction.

Method Generalist?  Accuracy (%)
Point and ask [19] X 60.20
LLaVA-1.5-7B [14] v 56.19F
LLaVA-1.5-13B [14] v 57.931
Shikra-13B [4] v 70.30
ViP-LLaVA-Base-7B v 70.86
ViP-LLaVA-Base-13B v 72.15
ViP-LLaVA-7B v 71.31
ViP-LLaVA-13B v 71.77

Table 2. Comparison of methods in terms of generality and accu-
racy on PointQA-LookTwice [19] test set. fzero-shot eval.

S. Experiments

In this section, we compare ViP-LLaVA to state-of-the-art
multimodal models, including those that explicitly design
region-specific modules, perform in-depth analysis to as-
sess ViP-LLaVA'’s capabilities, and perform ablation stud-
ies.

5.1. Training Setup

Model. For the visual model, we choose CLIP-336px [25]
to preserve more information from the raw pixel space. We
use Vicuna v1.5 [31] as the language encoder. For the mul-
timodal connector, a 2-layer MLP is utilized.

Training and data. During the initial stage of training,
we employ 558k BLIP [5, 15] captioned image-text pairs
to pretrain the multimodal connector. The second stage
utilizes LLaVA v1.5 [14] instruction data alongside our
region-level visual prompting dataset from Section 3.2.
Both stages train the model for 1 epoch, with an overall
training time of around 20/40 hours for the 7B/13B model
using 8 NVIDIA A100 GPUs. Finally, we mix the 13k GPT-
4V instruction data with 13k sampled data from stage 2 to
get 26k stage 3 training data, and then fine-tune our stage-
2 model (referred to as ViP-LLaVA-Base) for one epoch to
get our model ViP-LLaVA, which requires approximately
0.5 hours for the 7B model and 1 hour for the 13B model
on 8§ NVIDIA A100 GPUs.

Visual prompts. ViP-LLaVA uses 8 visual prompts: rect-
angles, ellipses, points, scribbles, triangles, masks, mask
contours, and arrows. Their attributes, such as color, thick-
ness, and alpha value for alpha blending (in [0.5, 1]) are ran-
domized. The arrow’s direction and length are randomized,
with the endpoint remaining within the mask. For referenc-
ing specific regions, we replace the <region> text with
the color and shape description, such as red scribble.
The visual prompt type and associated attributes for each
region are randomly assigned during training.

5.2. Evaluation on Region Reasoning Benchmarks

We first quantitatively evaluate ViP-LLaVA on three region
reasoning benchmarks.
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Model Q—>A%) QA—R%) Q— AR (%)
VIiLBERT [17] 72.4 74.5 54.0
Unicoder-VL [13] 72.6 74.5 54.5
VLBERT-L [28] 75.5 77.9 58.9
ERNIE-ViL-L [34] 78.52 83.37 65.81
VILLA-L [8] 78.45 82.57 65.18
GPT4Rol-7B [38] 87.4 89.6 78.6
ViP-LLaVA-Base-7B 87.66 89.80 78.93

Table 3. Validation Accuracy on VCR [37] dataset.

Visual7W. The Visual7W dataset [43] tests models’ spa-
tial perception by requiring them to match text descrip-
tions with the correct bounding boxes from a set of choices.
We differentiate between ‘generalist’ models, which are not
specifically trained on the target dataset, and ‘specialist’
models, which are. For a fair comparison, we use image
overlays as visual prompts for the LLaVA model and tex-
tual coordinates for Shikra’s text prompts. The results in
Table 1 shows ViP-LLaVA-7B outperforming recent state-
of-the-art methods, including GPT4RolI [38] and Shikra [4],
despite having fewer parameters, and ViP-LLaVA-13B pro-
ducing even higher gains. ViP-LLaVA overlays bounding
boxes directly onto the image, creating an immediate link
between the image and spatial locations. This contrasts with
other methods that rely on external embeddings from either
textual or newly learned embedding spaces to reference spe-
cific regions, proving less effective in this context.

PointQA-LookTwice. PointQA [19] presents a dataset
where queries are based on either a specific point or a
bounding box within an image. We evaluate ViP-LLaVA
under the broad-question scenario using the bounding box
type, typified by the prompt How many of these are
there? This requires the model to first correctly identify
the object within the given region and subsequently enu-
merate instances of the same category across the image—
essentially a test of object recognition followed by class-
specific counting. In line with our methodology for Vi-
sual7W, we use the image overlaid with the bounding box
for LLaVA, while for Shikra, we incorporate the bound-
ing box coordinates into the text prompt. Table 2 shows
ViP-LLaVA’s superior performance on this intricate task,
surpassing other multimodal contenders. Our method of
overlaying visual prompts ensures the object remains un-
obscured, effectively combining the original image pixels
with visual cues to enhance object recognition and counting
accuracy.

Visual Commonsense Reasoning. The Visual Common-
sense Reasoning (VCR) dataset [37] is a challenging bench-
mark designed to evaluate a model’s capabilities in high-
level cognition and commonsense reasoning in the context
of visual information. The dataset presents multiple-choice
questions that require an understanding of the scene de-

Among the regions with red, blue, and green
circles, which two share the same content?

it The two regions with the same content are the
red and blue circles. Both circles contain a train.

Figure 4. ViP-LLaVA model is able to infer correspondences be-
tween multiple objects in the image.

Describe the instance pointed to by the ‘:__I:'
red arrow.

Describe the instance pointed to by the
red arrow.

%) Awoman in a white jacket and white pants is
standing on skis in the snow.

[£%) A person in a blue jacket and black pants is
standing on skis in the snow.

Figure 5. ViP-LLaVA is able to understand the direction of arrows.

picted in an image. Each question (Q) is paired with four
potential answers (A), where the model must not only select
the correct answer but also provide a rationale (R) that justi-
fies its choice, demonstrating the model’s ability to compre-
hend and rationalize visual elements within a given context.
We finetune ViP-LLaVA-Base-7B on VCR, similar to
the protocol in GPT4Rol [38]. As shown in Table 3, our ap-
proach exhibits state-of-the-art performance on the valida-
tion set, illustrating its proficiency in visual commonsense
reasoning. This success highlights our approach’s dual
strengths: adeptness in perception tasks and effectiveness
in multi-region reasoning. By integrating visual prompts di-
rectly into the image, our model more effectively associates
spatial locations with semantic understanding, facilitating a
better interaction between spatial and semantic reasoning.

5.3. In-depth Analysis

Region reasoning with arbitrary human drawings at test
time. ViP-LLaVA, when presented with arbitrarily drawn
enclosed regions or arrows by a user, can accurately de-
scribe, shown in Figure 4 and 6.

Multi-region understanding capabilities. ViP-LLaVA
demonstrates robust multi-region understanding, able to
dissect complex visual scenes and infer relationships be-
tween various elements. As shown in Figure 4, ViP-LLaVA
is able to infer correspondences between multiple objects in
the image, and make the correct reasoning that the red and
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Model Visual’W  PointQA  VCR (Q — A) (%)
Single Layer 82.44 70.23 84.64
Multi-Layer 86.04 70.86 87.66

Table 4. Single layer vs. multi-layer CLIP image encodings.

What is contained in the circled glass?

[5%7)  The glass within the ellipse appears to
contain a clear liquid, which is likely
water.

Describe what is Object 1 and object 2 . a

[%7) Object 1is a bottle of water, and Object
2 is a bottle of beer.

What is in the circled glass? The stuff @
within the circle should belong to Object
lor2?

0:0 The stuff within the circle is the liquid
“““ from Object 1, which is water.

Figure 6. ViP-LLaVA is able to understand the text markers in the
image, and reason about them.

blue circles both include the train.

Arrow direction understanding. ViP-LLaVA is able to
understand arrows. Here we conduct an ablation study of
the arrow direction. Given two arrows that have the same
body yet different heads, as shown in Figure 5, ViP-LLaVA
is able to understand the direction of the arrows, making
correction descriptions about the respective regions.

Generalization to other attributes. ViP-LLaVA also
generalizes to untrained attributes, like varying visual
prompt thickness or location, showcasing its adaptability
beyond what was seen during training. See the supplemen-
tary material for examples of different thicknesses.

Figure 6 further shows that ViP-LLaVA is able to con-
duct OCR first, and then make correspondences between
different regions to make a correct prediction about the con-
tent of each part.

5.4. Ablation Studies

Impact of overlaying visual prompts on visual informa-
tion. To assess whether overlaying visual prompts on im-
ages obscures visual information, we conduct a comparison
by inputting visual tokens from both the original and over-
layed images into ViP-LLaVA-Base-7B. Using the VCR
dataset, we evaluate the accuracy of the QA task with and
without the additional visual tokens from the original im-
age. Results on the VCR validation split shows an accu-

racy of 81.63% with the original image and overlaid im-
age tokens, compared to 82.47% with the overlaid image
tokens only. The similar accuracies suggest that the over-
laid prompts do not detract from the visual information pro-
cessed by our model.

Influence of CLIP multi-layer features. We next ex-
plore the impact of using multi-layer visual features from
CLIP as opposed to single-layer features, specifically focus-
ing on the second-last layer as implemented in LLaVA [14,
15]. Our ablation study in Table 4 reveals a marked im-
provement in performance, particularly in scenarios involv-
ing multiple visual prompts, as in the Visual7W and VCR
datasets. This indicates that leveraging multi-layer visual
features significantly enhances the model’s ability to local-
ize and recognize visual prompts within images.

6. ViP-Bench Evaluation Results

Finally, we evaluate on ViP-Bench using a set of image-
level and region-level LMMs, including InstructBLIP [5],
GPT-4V [20], LLaVA v1.5 [15], Qwen-VL [2], Shikra [4],
GPT4ROI [38] and Kosmos-2 [23]. For open-source mod-
els, we evaluate with greedy decoding (temperature=0). As
shown in Table 5, we first see that the performance of all
models, including GPT-4V, is far from perfect, demonstrat-
ing the difficulty of ViP-Bench. An illustrative case in
Table 6 depicts a scenario where GPT-4V and LLaVA in-
correctly predict object localization. Overall, ViP-LLaVA
outperforms other models, except GPT-4V, demonstrating
greater adaptability to various visual perception and rea-
soning tasks. By training on images overlaid with visual
prompts, ViP-LLaVA becomes adept at understanding arbi-
trary visual cues and mimicks the natural human method of
referring to objects in images. This enables it not only to
better identify and interpret visual prompts but also to in-
tegrate these prompts into its reasoning process, enhancing
its overall comprehension and response accuracy.

Visual prompting is superior to other representations.
In zero-shot evaluation, when visual prompts are repre-
sented as a simple list of four textual numerical values,
models like Qwen-VL and LLaVA underperform compared
to ViP-LLaVA. This underscores the effectiveness of visual
prompts over basic textual representations.

Language tasks: A challenge for current LMMs. The
ViP-Bench results reveal that, compared to GPT-4V, open-
source LMMs show a significant gap in OCR, math, and
language generation tasks, while they perform decently in
recognition, knowledge, and object relationship reasoning.
This suggests that future VLM developments should prior-
itize enhancing language reasoning capabilities. For OCR,
the results indicate a need for higher resolution inputs or a
more robust backbone model, moving beyond the existing
capabilities of models like CLIP.
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Synthesized visual prompts (tight bounding box)

Visual prompts from human (e.g. arrow, circle)

Model Format Rec OCR Know Math Rel Lang All Rec OCR Know Math Rel Lang All
GPT-4V-turbo-detail:high [22] VP 581 698 595 710 614 519 60.7 | 569 69.7 637 80.6 61.1 456 59.9
GPT-4V-turbo-detail:low [22] VP 532 503 556 677 575 575 528 | 51.7 503 593 603 550 438 514
InstructBLIP-7B [5] VP 369 163 342 223 268 75 317 | 389 17 354 97 293 175 333
Shikra 7B [4] Coor 402 100 280 35 189 206 337 | - - - - - - -
GPT4ROI 7B [38] ROI 356 167 297 9.7 325 138 35.1 - - - - - - -
Kosmos-2 [23] Dis 295 142 185 97 75 219 269 | - - - - - - -
LLaVA-1.5-7B [15] Coor 527 207 447 145 446 30.6 448 | - - - - - - -
LLaVA-1.5-7B [15] VP 50.8 124 492 65 51.8 238 416 | 491 13 429 9.7 50 275 402
Qwen-VL-Chat [2] Coor 526 220 400 129 47.1 269 453 | - - - - - - -
Qwen-VL-Chat [2] VP 43.0 304 402 97 257 287 392 | 487 221 412 65 482 25 41.7
ViP-LLaVA-Base-7B VP 548 188 529 9.7 539 425 455 | 553 176 459 8.1 446 33.1 468
ViP-LLaVA-7B VP 56.7 194 49.7 100 504 338 484 | 56.7 212 47.1 123 504 362 483
InstructBLIP-13B [5] VP 425 122 375 32 332 125 358 | 417 136 359 32 279 188 352
LLaVA-1.5-13B [15] Coor 532 261 459 9.7 525 319 47.1 - - - - - - -
LLaVA-1.5-13B [15] VP 48.1 21.8 400 6.1 45 28.1 41.8 | 48.8 213 473 158 446 312 429
ViP-LLaVA-Base-13B VP 544 278 512 16.1 51.1 469 482 | 553 21.1 468 9.7 454 388 470
ViP-LLaVA-13B VP 563 246 534 155 500 53.8 483 | 554 269 493 155 486 419 482

Table 5. ViP-Bench Evaluation Results. This table presents the performance of various models under ViP-Bench, utilizing different
visual prompt formats. The evaluation includes both synthesized and human-drawn prompts, providing insights into the models’ maximum
potential and real-world applicability, respectively. Formats include VP (visual prompts), Coor (coordinates as visual prompts), Dis
(discrete positional tokens for vocabulary expansion), and ROI (CLIP region of interest features with positional embedding). The assessed
dimensions are Recognition (Rec), OCR, Knowledge (Know), Math, Relationship (Rel), and Language Generation (Lang).

Visual input example for Spatial Reasoning:

User Between Object 1: the object within the red mask
contour, Object 2: the object within the blue mask
contour, and Object 3: the object within the green
mask contour, which one has something on top of it?

Ground Truth Object 2

GPT-4V Object 3, the object within the green mask contour,

has something on top of it. It appears to be a coffee
pot placed on top of what could be a coffee machine.

LLaVA-1.5-13B  Object 3, which is the coffee maker, has something on

top of it.

ViP-LLaVA-13B  Object 2: the object within the blue mask contour has

something on top of it.

Table 6. An example in ViP-Bench where GPT-4V makes a wrong
prediction. The correct answer should be Object 2.

Overfitting Concerns in Region-Level LMMs. Current
region-level LMMs, including Shikra [4], GPT4ROI [38]
and Kosmos-2 [23], tend to struggle with tasks involving
mathematics, relationship reasoning, and language genera-
tion. This trend suggests a potential overfitting issue with
these models to existing public region-level datasets, which
predominantly feature brief descriptions.

7. Conclusion

In summary, ViP-LLaVA shows that visual prompts are
promising for region-specific image understanding. By in-
tegrating arbitrary visual prompts, we bridge the gap be-
tween user-friendly interfaces and the precision required
for region comprehension. ViP-LLaVA'’s intuitive design
leverages natural linguistic interactions coupled with vi-
sual markers, simplifying the process of image annotation
while enhancing the clarity of visual references. Our state-
of-the-art performance on established benchmarks includ-
ing Visual7W, PointQA, and VCR, underlines the efficacy
of ViP-LLaVA. Notably, the introduction of ViP-Bench as
a comprehensive evaluative platform sets a new standard
for assessing multimodal models’ region reasoning abilities.
ViP-LLaVA establishes a foundation for further exploration
in the field of intelligent visual systems. We believe that
ViP-LLaVA can motivate how visual and linguistic modali-
ties are integrated, enabling more sophisticated and nuanced
human-machine interactions.
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