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Abstract

Radiologists highly desire fully automated versatile AI

for medical imaging interpretation. However, the lack of ex-

tensively annotated large-scale multi-disease datasets has

hindered the achievement of this goal. In this paper, we

explore the feasibility of leveraging language as a natu-

rally high-quality supervision for chest CT imaging. In light

of the limited availability of image-report pairs, we boot-

strap the understanding of 3D chest CT images by distill-

ing chest-related diagnostic knowledge from an extensively

pre-trained 2D X-ray expert model. Specifically, we pro-

pose a language-guided retrieval method to match each 3D

CT image with its semantically closest 2D X-ray image, and

perform pair-wise and semantic relation knowledge distil-

lation. Subsequently, we use contrastive learning to align

images and reports within the same patient while distin-

guishing them from the other patients. However, the chal-

lenge arises when patients have similar semantic diagnoses,

such as healthy patients, potentially confusing if treated as

negatives. We introduce a robust contrastive learning that

identifies and corrects these false negatives. We train our

model with over 12K pairs of chest CT images and radi-

ology reports. Extensive experiments across multiple sce-

narios, including zero-shot learning, report generation, and

fine-tuning processes, demonstrate the model’s feasibility in

interpreting chest CT images.

1. Introduction
Understanding medical images is crucial for precise clinical
diagnosis, with doctors routinely engaging in multi-disease
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Figure 1. Models tailored for specific diseases demand doctors
to annotate each image. Creating a multi-disease model involves
more time and effort for comprehensive data annotation. In con-
trast, our model learns to diagnose various diseases from both im-
ages and reports, eliminating the need for additional annotations.

detection and diagnosis in imaging scans. Deep learning
models require extensive datasets with fully annotated dis-
eases for comprehensive training [19, 24, 28]. In practice,
the prevailing approach to developing a diagnostic model
typically concentrates on a specific disease, as illustrated in
Figure 1. This workflow results in models with limited us-
age, failing to be applied to other diseases. To augment the
capability for a new disease, a significant additional effort
is needed for data collection, annotation, and model train-
ing, which is not scalable, as there might be hundreds of
diseases and tasks. Therefore, there is a strong anticipation
for a new model development paradigm beyond the current
labor-intensive annotation and task-specific training. Imag-
ing diagnostic reports, the core output of radiologists’ in-
tellectual work, inherently offer disease-level labels. The
challenge lies in effectively leveraging this text data to en-
hance medical image understanding.

Recent advances in vision-language pretraining (VLP)
have yielded valuable insights [2, 11, 20, 22, 27]. Con-
trastive learning, a powerful technique in VLP, effectively
bridges the image and text modalities. This method unifies
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their representations in a semantic space by attracting pos-
itive image-text pairs while separating negative pairs. VLP
models, trained on extensive paired datasets, demonstrate
impressive proficiency in image understanding, including
capabilities like zero-shot learning [13, 27, 38]. This
progress has notably impacted the medical imaging field,
particularly in chest X-ray zero-shot diagnosis [3, 7, 15, 31].
Applying contrastive learning on datasets like MIMIC-
CXR [17], with over 300,000 image-report pairs, has led
to diagnostic accuracy comparable to medical professionals
in certain lung conditions [31]. However, it remains chal-
lenging to extend this success to the 3D imaging domain,
due to limited extensive 3D image volumes and report data.

In this paper, we propose to bootstrap chest CT image
understanding by distilling (BIUD) lung-related medical
knowledge from pre-trained chest X-ray expert models. Our
choice of distilling knowledge from the X-ray expert model
is motivated by its outstanding capabilities, facilitated by
the abundance of publicly available paired data. Addition-
ally, chest X-rays and CT scans share the same medical
knowledge base, especially in lung diseases, making them
ideal for cross-referencing. There are undeniably visual dis-
tinctions between CT and X-ray images, with CT offering
more detailed anatomical information. Nevertheless, the X-
ray is sufficient for the initial diagnosis of major diseases.
Leveraging pathology as a bridge, we aim to equip the CT
model with an understanding of the distinctions and similar-
ities in pathology presentation between CT and X-ray, thus
enriching its pathology detection capabilities. The lack of
paired CT and X-ray datasets, however, complicates direct
knowledge transmission. To overcome this challenge, we
propose a language-guided retrieval strategy that empow-
ers CT models to identify semantically aligned images from
the extensive X-ray database, thereby facilitating knowl-
edge distillation. This method efficiently conveys expertise
from the X-ray model to the CT model in the absence of
paired data, enhancing their semantic interpretation abili-
ties. We also introduce a novel robust contrastive learning
method (RoCo) for precise semantic alignment of CT im-
age volumes and reports. This is crucial since many reports
share semantic similarities, particularly those for healthy
patients. Dominant contrastive learning models often mis-
classified these as false negatives, relying on pair-matching
rules. The proposed RoCo objective proactively corrects
these misclassifications, ensuring the semantic integrity of
the alignment process. Our BIUD model, trained on over
12,000 pairs of chest CT volumes and reports, underwent
rigorous validation across diverse scenarios and datasets,
including zero-shot learning, report generation, and fine-
tuning. It consistently demonstrated superior performance
compared to other methods. Notably, a reader study indi-
cated that our model’s zero-shot diagnostic capability rivals
that of radiologists in specific tasks, markedly reducing the

time and resource expenditure. To summarise, our contri-
butions are three-fold:
• We propose to enhance chest CT image understanding by

distilling knowledge from a pre-trained chest X-ray ex-
pert model to the CT model. A language-guided retrieval
approach is used to match the semantically similar X-ray
image for each CT volume, aiming at facilitating knowl-
edge distillation.

• We improve the semantic alignment in contrastive learn-
ing by identifying and correcting false negative pairs, and
direct the model’s focus toward crucial entities and at-
tributes by using an entity-focused masking strategy.

• Our BIUD model outperforms existing VLP competitors
in zero-shot classification and report generation tasks,
evaluated for disease diagnosis across multiple datasets.
Importantly, we are the first to demonstrate that the VLP-
based method can achieve performance similar to that of
an experienced radiologist in diagnosing certain primary
diseases in 3D CT imaging.

2. Related work
2.1. Language-driven image understanding

Language serves as an advanced medium for human thought
and a valuable source of high-quality supervision in ma-
chine learning. Language-driven image understanding en-
deavors to enable machines to interpret images effectively
by utilizing the context provided by natural language. The
principal challenge in this domain is achieving semantic
alignment between different modalities [21, 25, 29, 35, 37,
39]. CLIP [27], a notable model introduced in 2021, em-
ploys contrastive learning to align images with correspond-
ing textual descriptions in a unified embedding space. By
training on extensive datasets of image-text pairs, CLIP si-
multaneously learns visual and textual information, demon-
strating impressive zero-shot reasoning abilities. In medical
imaging, language-driven understanding leverages textual
reports to enhance the interpretation of radiological images.
For instance, Zhang et al. [43] introduced a contrastive
learning framework that uses text descriptions to learn vi-
sual representations from medical images, thereby improv-
ing medical image comprehension. Tiu et al. [31] showed
that a language-supervised model, trained on chest X-ray
images without explicit annotations, can achieve pathology
classification accuracy on par with radiologists. This model
also generalizes to various tasks, including identifying un-
seen pathologies, accommodating multiple interpretations,
and adapting to datasets from different institutions. Re-
cent efforts in the medical field have included incorporating
domain knowledge through knowledge graphs. Zhang et
al. [42] proposed the knowledge-enhanced approach, which
uses existing medical domain knowledge to guide vision-
language pre-training with chest X-rays and radiology re-
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Figure 2. Illustration of distilling knowledge from the X-ray expert model to the CT image encoder.

ports. Li et al. [23] introduced a dynamic knowledge graph
with adaptable structure and nodes, aimed at improving X-
ray image and report alignment.

However, most research has concentrated on 2D chest
X-ray scenarios [31, 34, 42, 43], with limited exploration
in 3D imaging. This is primarily due to the abundance
of publicly available image-text datasets for 2D chest X-
rays [8, 17, 18], in contrast to the scarcity of 3D imaging
resources. 3D imaging presents additional challenges with
its complex anatomical structures and detailed report de-
scriptions, complicating the task of image-text alignment.
This paper, therefore, focuses on the alignment of 3D medi-
cal images and reports, exploring new frontiers in language-
driven image understanding in the 3D medical domain.

2.2. Knowledge distillation
Knowledge distillation [12, 14] aims to compress a large-
parameter teacher model into a compact student model
while maintaining comparable performance. Recent ad-
vancements, such as SAKD [30], SPKD [32], relational
KD [26], and attention transform [41], have demonstrated
impressive results by learning semantic representations and
correlations from teacher models. In the medical imaging
field, knowledge distillation has been applied to transfer
knowledge from multimodal to unimodal models. These
approaches have shown promising outcomes, especially in
scenarios involving missing modalities [4, 33] and semi-
supervised learning [40]. Different from previous work,
our distillation scenario is challenging due to the absence
of paired CT and X-ray, which makes cross-modal knowl-
edge transfer difficult. To overcome this challenge, we uti-
lize the reports as a bridge to identify semantically matched
pair data, enabling us to achieve the goal of distillation.

3. Approach
3.1. Distilling knowledge from X-ray expert model
X-ray expert model: The distillation aims to transfer the
domain knowledge from the teacher model to the student

model. Considering our target task is chest CT image un-
derstanding, we have opted for the CheXzero model [31],
pre-trained on MIMIC-CXR, as the expert (teacher). This
choice is informed by several key factors. Firstly, MIMIC-
CXR offers an extensive repository of publicly available
chest X-ray image-report pairs, providing a necessary foun-
dation for training expert models with competencies com-
parable to medical professionals [31, 42]. Secondly, the
chest X-ray reports of MIMIC-CXR present a rich source
of knowledge on pulmonary abnormalities and diseases, en-
compassing 14 distinct lung conditions. CheXzero com-
prises two primary components: an image encoder, denoted
as FXR

img , and a text encoder, FXR
text. It is essential to rec-

ognize that this image encoder excels in extracting embed-
ding specifically for X-ray images. However, this capability
presents a challenge in our scenario: the lack of matched X-
ray images corresponding to CT data obstructs the straight-
forward application of this model to CT images. To address
this issue, we propose a language-driven retrieval method
that singles out the mostly matched X-ray image within the
MIMIC-CXR dataset for each CT image. The retrieval pro-
cess is steered by the level of similarity between their re-
spective reports to guarantee an accurate and contextually
relevant pairing.
Language-guided retrieval: We denote the X-
ray images and reports from the MIMIC-CXR dataset
as IXR = {IXR

1 , IXR
2 , ..., IXR

n } and RXR =
{RXR

1 , RXR
2 , ..., RXR

n }, respectively. Similarly, the
CT images and reports are represented as ICT =
{ICT

1 , ICT
2 , ..., ICT

m } and RCT = {RCT
1 , RCT

2 , ..., RCT
m },

where n >> m. We extract both the X-ray and CT re-
port representations by using the CheXzero model: fXR =
FXR
text(R

XR) 2 Rn⇥d1 and fCT = FXR
text(R

CT ) 2 Rn⇥d1,
where d1 represents the dimension of text embedding. It
is important to note that the CT report embeddings are ex-
tracted using the expert text encoder to maintain seman-
tic consistency with the X-ray reports. The correspond-
ing set of X-ray images retrieved for CT images is de-
rived as I⇤ = {I⇤1 , I⇤2 , ..., I⇤m}, where I⇤i = IXR

j and
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j = argmax
fCT
i ·fXR

j

kfCT
i kkfXR

j k . By utilizing the most similar

reports as cues, we are able to identify the X-ray image that
bears the closest semantic resemblance to each CT query
image.
Knowledge distillation: The retrieval procedure identifies
pairs of semantically similar CT and X-ray images, ICT and
I⇤, which serve as a vital link for facilitating the process of
knowledge distillation. As shown in Figure 2, we extract
their respective representations using the CT image encoder
and the X-ray expert model, hCT = FCT

img(I
CT ) 2 Rm⇥d2,

h⇤ = FXR
img (I

⇤) 2 Rm⇥d2, where d2 is the dimension of
image embedding. We introduce a dual distillation method,
composing of pair-wise distillation and semantic relation
distillation. Pair-wise distillation brings the representation
of CT images closer to their corresponding X-ray represen-
tations. Furthermore, inspired by [26, 30, 32], we utilize the
semantic relation learned from the X-ray expert model as
guidance to refine the semantic relation between CT images,
aiming at improving the semantic discrimination ability of
the CT image encoder. Specifically, we calculate the cosine
similarity between pairwise X-ray images, resulting in a re-
lation matrix p⇤ 2 Rm⇥m. Similarly, we compute the rela-
tion matrix pCT 2 Rm⇥m for CT images. The mean square
error (MSE) loss is used to maximize the representational
similarity between the CT and X-ray models, expressed as:

Ldist =
��hCT � h⇤��2

2
+

��pCT � p⇤
��2
2
. (1)

Through dual distillation strategies, the CT image encoder
is able to assimilate semantic knowledge about chest abnor-
malities and diseases from the X-ray expert model. This is
achieved even without extensive pre-training on CT-report
pair data, thereby bolstering the encoder’s capacity for se-
mantic alignment.

3.2. Image-report alignment
Figure 3 illustrates the core modules of image-report align-
ment, which include a CT image encoder, a text encoder,
and a multi-modal encoder. As all modules are built upon
the Transformer architecture, data from different modali-
ties are transformed into sequences through tokenization
before being fed into the respective modules. The CT im-
age encoder and text encoder extract embeddings from CT
images and reports, respectively. These embeddings are
then semantically aligned using a robust contrastive learn-
ing (RoCo) approach, elaborately detailed in Sec. 3.2.2.
The multi-modal encoder utilizes cross-attention to fuse
report and CT image features for image-report matching
(IRM). Additionally, we introduce an entity-focused mask-
ing (EFM) strategy to enhance the recognition of keywords,
such as entities and attributes, which is comprehensively de-
tailed in Sec. 3.2.3. In terms of network architecture, the
image encoder employs a 12-layer ViT/B, where the orig-
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Figure 3. Framework of CT image-report alignment.

inal 2D embedding layer of ViT is replaced by a 3D layer
to accommodate 3D images. Both the text encoder and the
multi-modal encoder utilize a 12-layer Transformer archi-
tecture pre-trained with BERT. Notably, these two encoders
share parameters, enabling efficient training while capital-
izing on the advantages of multi-task learning.

3.2.1 Incorporating anatomical and physical prior

To enhance the model’s ability to locate and perceive the
size of findings, we incorporate the prior information of
anatomical structure and voxel spacing into the model. We
utilize a segmentation model to parse the anatomical struc-
tures within the lung region, including the left upper lobe,
left lower lobe, right upper lobe, right middle lobe, right
lower lobe, vessel, and trachea. This information aids the
model in accurately locating the specific positions of find-
ings. The image and structure segmentation mask are com-
bined through concatenation and then split into tokens as
done in [10]. In addition to the positional information, the
model should possess accurate assessment capabilities for
the size of findings, such as “nodule size is 5mm⇥ 6mm”
mentioned in the report. However, the model is unaware
of the true physical spacing represented by a voxel. There-
fore, it’s essential to supply this spacing information to the
image encoder, enabling it to generate representations that
take into account the physical size of the image. We deploy
an embedding layer specifically designed to encode voxel
size in the (x, y, z) directions into three separate tokens rep-
resenting spacing information. Subsequently, these tokens
are concatenated with the image patch tokens, creating a
unified input stream for the image encoder.

3.2.2 Reducing false negatives in contrastive learning

Given a mini-batch containing N image-report pairs
{I, R}, the essence of contrastive learning lies in narrow-
ing the distance between image Ii and its matched report
Ri, while simultaneously distancing the unmatched reports
Rj (j 6= i) [27]. However, such a simplistic rule is not
suitable for medical imaging scenarios, as reports from dif-
ferent medical images can often exhibit semantic consis-
tency in terms of their interpretation. We randomly sample
10 chest CT image-report pairs, and in Figure 4, visualize
the semantic correspondence matrix between them. It can
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be observed that some images, in addition to their paired
report, are semantically consistent with multiple other re-
ports from different images. For example, the reports of the
second, sixth, and ninth patients in the figure all show no
abnormalities in the lung. This implies that the image of the
second patient, I2, not only matches with R2 but also se-
mantically aligns perfectly with R6 and R9. Unfortunately,
the traditional contrastive learning method would mistak-
enly consider these positive pairs, R6 and R9, as “negative”,
leading to false negative pairs and sub-optimal optimization
solutions. To address this false negative issue, we propose
the following robust contrastive loss:

LRoCo = � 1
N ⇤ |Pi|

NX

i=1

X

j2Pi

log(
exp(hIi, Tji /t)PN

k=1 exp(hIi, Tki /t)
),

(2)
where ha, bi refers to the cosine similarity of a and b, and Pi

represents the positive text set for image Ii, which includes
paired and semantically consistent reports. We define posi-
tive report pairs for an image using simple yet effective con-
sistency rules, which involve determining whether two re-
ports are identical. Many health reports have fixed content,
making it easier to identify consistent pairs. To address the
issue of false negative pairs, we implement the following
rules for correction. Firstly, regarding health reports, we
identify all patients considered healthy by searching for key
phrases like “show no obvious abnormality” and “show no
active lesion” in the conclusion of the reports. Reports for
these patients are deemed semantically matched. Secondly,
in the case of abnormal reports, we stipulate that two re-
ports must be identical in content to qualify as a semantic
match. This strict criterion is necessary because some re-
ports may be 99% similar in content, yet differ in 1% cru-
cial details such as the location or size of a lesion. These
two rules ensure the precise identification of false negative
pairs, thereby reducing the impact of noise samples on the
quality of contrastive learning.

3.2.3 Entity-focused masking (EFM)

In medical reports, the significance of words differs from
that in natural language. For instance, in the sentence “solid

nodule in the right upper lung”, keywords of entities and
attributes such as “nodule’, “solid”, “right” and “upper”
hold more importance than common words like “in” and
“the”. This distinction is crucial for accurately diagnos-
ing diseases. To emphasize this vital information, we in-
troduce an EFM module, which is a specialized variant of
masked language modeling. Diverging from BERT’s ap-
proach of random masking [9], the EFM selectively masks
those entities and attributes with a higher probability. In
addition, we need to be careful about information leakage
when masking entities. For example, if we only mask “nod-
ule” in the phrase “solid nodule”, the language model can

I1
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I4
I5
I6
I7
I8
I9

I10

R1 R2 R3 R4 R5 R6 R7 R8 R9 R10

Image

Report
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Figure 4. The left illustrates the positive pairs, negative pairs, and
false negative pairs in robust contrastive learning. The right shows
the images and reports of the second, sixth, and ninth samples.
These reports all indicate that the patient’s lungs are healthy and
without abnormalities.

easily predict the next word as “nodule” based on the con-
text word “solid” which hinders the model from extracting
visual cues. Therefore, we intentionally treat the complete
phrase “solid nodule” as a whole masking object. Notably,
this encoder shares parameters with the multi-modal en-
coder of IRM.

4. Experiments
4.1. Datasets

ChestCT-16K: We collected a large dataset (named
ChestCT-16K) of 3D chest CT volumes and correspond-
ing radiology reports from a hospital, consisting of 16,685
consecutive patients. For test data integrity, we isolated the
most recent month’s data as our test set. From the remain-
ing data, we randomly selected 10% as the validation set.
Thus, the dataset was split into 12,416 cases for training,
1,379 for validation, and 2,890 reserved for testing.
ChestCT-EXT: We additionally gathered 1,753 3D chest
CT volumes and radiology reports from a separate hospital
for external evaluation. It is noteworthy that ChestCT-EXT
and ChestCT-16K are sourced from different hospitals.
LIDC: For the zero-shot task, a total of 876 CT images with
nodules were utilized as an external test set [1] to assess the
model’s generalization ability to detect nodules.

4.2. Implementation details

Data pre-processing: We use a lung segmentation model to
crop the lung region of interest from the original CT images,
and then directly resize it to a fixed size of (64, 224, 320).
The Hounsfield Unit (HU) value is truncated to [-1150, 350]
and subsequently normalized to [-1, 1]. Pre-training: Each
image token in ViT is processed with a patch size of (16,
32, 32), resulting in 280 image tokens per image. The batch
size is set to 96, and the model undergoes training with 4
A100 GPUs for 200 epochs. The learning rate is gradually
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reduced from 1e-4 to 1e-6 following a cosine decay sched-
ule. Report generation: We commence this task by utiliz-
ing the whole BIUD framework, augmented with an added
text decoder specifically for the generation of reports. This
generation process is optimized by using Language Model
(LM) loss. To enhance the efficiency, the text decoder is
initialized with parameters derived from the pre-trained text
encoder. Zero-shot learning: We employ the pre-trained
CT image encoder and text encoder for zero-shot classifi-
cation, using prompts to facilitate this process. The default
positive prompt template is structured as “this is a chest CT
with {} in lung” whereas the negative prompt template is
phrased as “this is a chest CT with no evident {} in lung”. In
these templates, {} serves as a placeholder for various dis-
ease entities. Fine-tuning: The pre-trained CT image en-
coder serves as the backbone for various fine-tuning tasks.
This is enhanced with modules tailored to specific tasks for
the purpose of fine-tuning. Depending on the task, this may
include integrating a classifier for classification tasks. Eval-
uation metrics: We utilize the CheXpert labeling tool [16]
to extract pathology entities. Unlike the original version,
we add and modify some entities to fit our assessment sce-
nario and set corresponding keywords based on the distribu-
tion of our data, following the advice of our collaborating
doctors. The matching keywords for each entity extraction
are provided in the appendix. We select the six most fre-
quently occurring entities in the training data as our eval-
uation targets, including nodule, opacity, pleural effusion,
emphysema, inflammation, and calcification. Three metrics
of precision, recall, and F1-score are utilized to assess the
efficacy of different methods in zero-shot classification and
report generation. Traditional NLP metrics like BLEU are
not included in the main experiment results, as they may not
accurately reflect clinical relevance in the reports.

4.3. Ablation study

We validate the impact of three modules, EFM, RoCo, and
KD, on the validation set using the report generation task
through ablation studies. Our baseline model consists of
three functional units: a basic contrastive learning unit, an
image-report matching unit, and a language modeling unit.
As shown in Table 1, each enhancement component con-
tributes to the improvement of the model’s performance,
with the combination of EFM, ROCO, and KD providing
the best overall F1 score. We also observe that the addi-
tion of KD shows an interesting shift in the metric of re-
call. While precision slightly decreases to 37.7%, recall
sees a significant increase to 40.8%, leading to the high-
est F1 score in the table at 38.9%. This significant increase
in recall suggests that adding KD is particularly effective in
identifying positive cases, which might be critical in appli-
cations where missing a positive case (such as a disease) has
serious consequences.

Methods P R F1

Baseline 35.6 34.6 35.0
Baseline+EFM 37.8 35.9 36.7
Baseline+RoCo 37.3 37.1 36.9
Baseline+EFM+RoCo 38.8 36.6 37.5
Baseline+EFM+RoCo+KD 37.7 40.8 38.9

Table 1. The ablation study on three components of BIUD. EFM:
entity-focused masking; RoCo: robust contrastive learning; KD:
knowledge distillation.

4.4. Report generation

We compare three types of report generation methods. The
first method involves pure language generation, which is
trained directly on the ChestCT-16K training data using lan-
guage modeling, such as R2Gen [5] and CMN [6]. The
second method emphasizes contrastive pre-training, facili-
tating semantic alignment between image and report data
prior to the generation of language, exemplified by meth-
ods like BLIP [22] and DCL [23]. The third approach we
assessed involves RadFM [36], a large foundational model
that has undergone extensive pre-training across a diverse
array of multimodal tasks. This model is notable for its di-
rect application to a variety of tasks without the necessity
for additional training. Significantly, RadFM has also been
trained using a dataset comprising chest CT images and ac-
companying reports.

We first compare these different methods on our internal
ChestCT-16K test data, as listed in Table 2. Based on this
comparison, we draw three key conclusions: First, methods
that directly generate reports are underperformed by those
that employ image-report contrastive pre-training, proving
that aligning images and reports in semantic space is ben-
eficial for language generation. Second, although RadFM
has the advantage of task diversity and can handle many
different types of tasks, its generalization for specific diag-
nostic tasks still has considerable room for improvement.
For example, it almost lacks the detection capability (very
low recall) for some basic diseases on our test set. Lastly,
our method shows the best overall performance on six dis-
ease diagnostic tasks compared to other methods, achiev-
ing precision, recall, and F1-scores of 36.2, 38.9, and 37.3,
respectively. To confirm its robustness, we further conduct
external testing on the ChestCT-EXT data, where our model
still maintained good generalizability, especially surpassing
the internal test performance on Nodule and Opacity tasks.
The overall highest F1 scores of our method demonstrate a
better balance between precision and recall.

4.5. Zero-shot diagnosis

We first evaluate the zero-shot capabilities of various mod-
els on the ChestCT-16K test set. Table 3 presents the av-
erage performance of different methods across six diagnos-
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Methods Nodule Opacity Pleural Effusion Emphysema Inflammation Calcification Average
P R F1 P R F1 P R F1 P R F1 P R F1 P R F1 P R F1

Internal test: ChestCT-16K

R2Gen [5] 70.6 17.4 27.9 65.1 10.0 17.4 34.8 20.0 25.4 0 0 0 20.4 3.3 5.7 20.6 5.7 9.0 35.3 9.4 14.2
CMN [6] 73.2 7.5 13.6 76.2 11.6 20.2 43.4 27.5 33.7 29.3 17.9 22.2 34.3 7.9 12.9 19.5 3.9 6.5 46 12.7 18.2
RadFM [36] 60.0 2.2 4.3 53.0 13.2 21.2 33.3 0.83 1.6 0 0 0 0 0 0 0 0 0 24.4 2.7 4.5
BLIP [22] 66.2 65.1 65.6 55.5 54.9 55.2 30.1 30.8 30.5 19.8 24.2 21.8 26.7 18.5 21.8 15 20.6 17.3 35.6 35.7 35.4
DCL [23] 65.7 62.8 64.3 56.0 53.9 54.9 29.1 32.5 30.7 20.8 26.3 23.3 24.1 19.8 21.7 17.8 20.8 19.2 35.6 36.0 35.7

Our BIUD 65.4 76.3 70.4 56.3 59.4 57.8 30.7 31.7 31.2 23.9 28.4 26.0 26.3 18.5 21.7 14.7 19.3 16.7 36.2 38.9 37.3
External test: ChestCT-EXT

R2Gen [5] 85.5 43.0 57.2 67.5 20.9 31.9 16.5 15.8 16.1 20.0 0.7 1.3 15.6 5.51 8.1 12.8 9.4 10.8 36.3 15.9 20.9
CMN [6] 78.0 16.0 26.5 67.9 21.1 32.1 26.8 27.4 27.1 36.2 11.0 16.8 21.8 7.5 11.1 16.0 8.5 11.1 41.1 15.3 20.9
RadFM [36] 79.5 5.3 9.9 67.5 9.7 17.0 100 0.7 1.4 0 0 0 0 0 0 0 0 0 41.2 2.6 4.7
BLIP [22] 85.7 75.6 80.3 64.8 66.2 65.5 19.7 39.0 26.2 25.0 23.9 24.4 13.0 13.4 13.2 11.4 20.1 14.6 36.6 39.7 37.4
DCL [23] 85.0 73.0 78.5 67.0 68.8 67.9 18.5 40.0 25.3 21.5 20.0 20.7 18.2 23.2 20.4 12.0 21.0 15.2 37.0 41.0 38.0

Our BIUD 86.7 83.9 85.3 67.2 73.6 70.3 21.4 43.2 28.6 25.2 25.2 25.2 16.4 17.7 17.0 13.2 24.6 17.1 38.4 44.7 40.6

Table 2. Report generation results evaluated by disease diagnosis on the ChestCT-16K test set and ChestCT-EXT dataset. P: precision; R:
recall; F1: F1-score.

tic tasks. Our method shows a substantially higher recall
rate of 57.7% compared to other methods and achieves the
highest F1 score of 33.0%, indicating an overall superior
performance in accurately identifying relevant cases. Addi-
tionally, we evaluate the model’s capacity for detecting pul-
monary nodules on an external dataset, LIDC. Our method
demonstrated a markedly superior ability to detect nodules
compared to the other methods.

We provide the violin plots of the probability distribution
for each model during zero-shot classification, illustrated
in Figure 5. The models compared, such as CLIP, exhibit
probability distributions that gravitate around the midpoint
of 0.5 for the majority of tasks. This reflects a slight edge
in the correct classification of certain samples. However, it
is accompanied by a notably low level of confidence, which
means the embedding between positive and negative sam-
ples is relatively indistinct. Conversely, our model demon-
strates a wider dispersion in probability distributions, with a
clear deviation from the central value of 0.5, which denotes
a heightened level of confidence in its decision-making pro-
cess. Besides, there is a clear imbalance in probability dis-
tributions across various tasks in the compared models. For
example, the average probability of DCL falls below 0.5 in
tasks such as “Inflammation”, implying a tendency to fail to
detect a majority of inflammation-positive samples. In stark
contrast, our model maintains a more equitable probability
distribution throughout most tasks, which is instrumental
in enabling our model to maintain an optimal balance be-
tween precision and recall. These observations are indica-
tive of our model’s superior capability in aligning images
with their corresponding reports.

4.6. Fine-tuning
We conduct a fine-tuning experiment to further validate the
effectiveness of our pre-trained model, BIUD. Utilizing the
modified CheXpert labeling tool, we extract labels for 6 en-
tities on ChestCT-16K, where 0 indicates the absence and 1

Figure 5. Violin plots illustrating the distribution of zero-shot clas-
sification probabilities obtained by four models, CLIP, BLIP, DCL,
and our proposed BIUD, across six tasks.

indicates the presence of a symptom. We employ the CT im-
age encoder for this multi-label classification task. On the
ChestCT-16K test data, we compare different pre-trained
models, including those pre-trained on ImageNet (IN) and
our BIUD. The results in Table 4 show that using BIUD for
fine-tuning significantly enhances the ability to detect vari-
ous entities, albeit with a slight decrease in precision. Main-
taining a balance between precision and recall, our method
improves the F1-score by 4.5% compared to the ImageNet
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Methods Internal test: ChestCT-16K External test: LIDC
P R F1 P R F1

CLIP [27] 26.5 30.7 16.0 84.9 9.7 17.4
BLIP [22] 26.6 31.9 21.6 91.7 4.4 8.4
DCL [23] 32.9 35.6 25.7 86.9 41.4 56.0

Our BIUD 30.6 57.7 33.0 83.9 54.1 65.8

Table 3. Zero-shot classification results evaluated by disease diag-
nosis on ChestCT-16K test set and LIDC dataset.

Pythology P R F1
IN BIUD IN BIUD IN BIUD

Nodule 66.3 65.3 76.4 76.3 71.0 70.4
Opacity 57.6 54.2 55.1 74.4 56.3 62.7
Pleural Effusion 54.7 65.5 29.2 30.0 38.0 41.1
Emphysema 34.9 37.5 15.8 15.8 21.7 22.2
Inflammation 38.8 31.3 10.2 20.5 16.2 24.8
Calcification 27.6 18.9 2.1 9.6 3.9 12.8

Average 46.7 45.5 31.5 37.8 34.5 39.0

Table 4. Comparison of fine-tuning results of ImageNet pre-
training model (IN) and our BIUD pre-training model on the
ChestCT-16K test set.

fine-tuning. Another interesting finding is that models ini-
tialized with ImageNet pre-training exhibit slightly lower
performance compared to the results in report generation
(Table 2), with an F1-score of 37.3 vs. 34.5. The key
difference between these two approaches is that one uses
language as the supervision signals, while the other uses
0-1 categorical labels. We believe that the density of in-
formation provided in language far exceeds that in one-hot
labels, which is invaluable for analyzing 3D medical im-
ages of complex anatomical structures. On one hand, it can
prevent the model from overfitting, and on the other hand,
it can help the model uncover more associative informa-
tion to better understand images. For instance, pleural ef-
fusion often accompanies blurred shadows at the lung mar-
gins, which can provide additional information for decision-
making. These results reveal the enormous potential of
language-driven image understanding in medical imaging.

4.7. Comparison to radiologist

We randomly selected 200 patients from the ChestCT-16K
test set for a reader study. A radiologist with over 10 years
of experience conducted image assessments in a continu-
ous session. Without any prior information, the radiologist
was tasked with identifying all possible abnormalities from
these test images. Using actual reports as a reference, we
compared the radiologist’s assessments with our method in
Figure 6. It’s important to note that, in real clinical prac-
tice, completing an actual report typically takes about 3 to
4 minutes, while in our assessment, the radiologist aimed
to expedite the process, spending on average about 30 sec-
onds per case. In contrast, our model processed each case
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Figure 6. Comparison to a radiologist having over 10 years of
experience across four tasks.

in less than 1 second. The radiologist’s diagnostic perfor-
mance in certain tasks, such as nodule and pleural effu-
sion detection, declined under the high-intensity work en-
vironment, possibly due to reduced concentration, under-
scoring the necessity for developing automated AI-assisted
diagnostic tools. The results also revealed that the radiolo-
gist’s precision was higher than our model, but our model
had an advantage in recall for most tasks. This means
that there were instances of missed diagnoses by the radi-
ologist. In comparison, our model could perform repeti-
tive tasks with unbiased consistency. Overall, our model
demonstrates promising capabilities in understanding med-
ical images, achieving a performance comparable to that of
a radiologist in detecting nodules. These results highlight
the potential of language-driven medical image understand-
ing and its promising prospects for revolutionizing clinical
diagnostics in the future.

5. Conclusion and discussion
In this paper, we initially explore the feasibility of enhanc-
ing the understanding of medical images using reports, es-
pecially in 3D CT scenarios lacking sufficient paired data.
We propose distilling knowledge from the 2D X-ray expert
model to bootstrap the semantic representation of 3D CT
models. To align the two modalities, we introduce a ro-
bust contrastive learning approach to minimize the impact
of false negative pairs on semantic alignment. Our model
demonstrates superior performance across various tasks,
including zero-shot learning, report generation, and fine-
tuning. Remarkably, it even matches the diagnostic abilities
of a doctor with over 10 years of experience in detecting
lung nodules. This research initially unveils the tremendous
potential of reports in aiding medical image understanding,
potentially inspiring new directions in the development of
annotation-free medical AI models. While some promis-
ing results have been achieved in 3D medical imaging, cur-
rent language-driven image understanding models still have
a long way to go before clinical application. Their general-
ization capabilities and application boundaries remain to be
explored and validated in the future.
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