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Abstract

Advances in camera-based physiological monitoring
have enabled the robust, non-contact measurement of res-
piration and the cardiac pulse, which are known to be in-
dicative of the sleep stage. This has led to research into
camera-based sleep monitoring as a promising alterna-
tive to “gold-standard” polysomnography, which is cum-
bersome, expensive to administer, and hence unsuitable for
longer-term clinical studies. In this paper, we introduce
SleepVST, a transformer model which enables state-of-the-
art performance in camera-based sleep stage classifica-
tion (sleep staging). After pre-training on contact sensor
data, SleepVST outperforms existing methods for cardio-
respiratory sleep staging on the SHHS and MESA datasets,
achieving total Cohen’s kappa scores of 0.75 and 0.77 re-
spectively. We then show that SleepVST can be successfully
transferred to cardio-respiratory waveforms extracted from
video, enabling fully contact-free sleep staging. Using a
video dataset of 50 nights, we achieve a total accuracy of
78.8% and a Cohen’s κ of 0.71 in four-class video-based
sleep staging, setting a new state-of-the-art in the domain.

1. Introduction

Accurate sleep monitoring is critical for the diagnosis of
sleep disorders and the discovery of novel treatments and
biomarkers. Poor sleep is broadly linked with a number
of health conditions, including cardiovascular diseases such
as diabetes and hypertension [15]. Additionally, there are
links between specific sleep stages and neurodegenerative
conditions, such as a decrease in non-rapid-eye-movement
stage 3 (N3) sleep with Alzheimer’s disease [23].

Overnight video polysomnography (vPSG), the “gold-
standard” [52] technique for sleep monitoring, requires the
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use of a large number of contact sensors including elec-
trodes placed on the scalp (EEG), near the eyes (EOG),
and under the chin (EMG) of the patient. Human experts
(polysomnographers) must then review the recorded data,
classifying the patient’s sleep into five stages at 30-second
intervals (epochs) and annotating other important events
such as leg movements and apnoeas. This manual process
often takes multiple hours to complete.

Experts primarily rely on characteristic patterns in
brain activity measured from the EEG to classify sleep
stages [20]. However, sleep stage information is also en-
coded in measures of autonomic activity, including car-
diac [48] and respiratory signals [19], and body move-
ments [68]. This has led to the development of methods
for automatically classifying sleep stages from sensors that
measure these parameters, such as smartwatches [63].

Prior work has shown that these physiological parame-
ters can also be measured using video cameras [18, 65, 66],
leading to the development of methods for classifying sleep
stages entirely from video input [6, 35, 60]. Camera-
based methods have particular promise as part of a multi-
purpose sleep monitoring system. For example, within el-
derly care settings, in addition to classifying sleep stages,
they could also be used to detect specific sleep movement
disorders [18], which are linked with conditions such as
Parkinson’s, and which are typically distinguished via man-
ual video review [51]. They could also be used to detect
falls [12], one of the leading causes of injury and mortality
amongst elderly individuals.

State-of-the-art video-based sleep staging [6] has used
the heart rate (HR) and breathing rate (BR) derived from
video to perform sleep staging. However, these rates are
typically measured as averages over time, losing higher
frequency inter-pulse and inter-breath interval information.
EEG- [40] and wearable-based [22] sleep staging methods
have both been improved by using raw waveforms as inputs,
rather than derived quantities e.g. signal features [37, 45].
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Figure 1. Sleep staging from near-infrared video signals using SleepVST. (a) We first pre-train the model end-to-end on cardiac (heart)
and respiratory (breathing) waveforms xHW (t) and xBW (t) derived from the electrocardiogram (ECG) and a thoracic respiratory belt
(THX) respectively. (b) After pre-training, we use the model as a frozen feature extractor, applying it to cardio-respiratory waveforms
derived from near-infrared (NIR) video to generate sequences of features. When transferring to video data, we additionally use a set of
motion features fi(t) derived from an optical flow field u(x, y, t) as inputs to the classifier C. This approach allows us to utilise much
larger contact-sensor datasets to train SleepVST, whilst also enabling the incorporation of motion information when transferring to video
data. (c) We evaluate SleepVST using overnight video polysomnography (vPSG) studies, comparing expert-labelled sleep stage sequences
ŷ1:T against those generated entirely from near-infrared video y1:T using our method.

In this paper, we introduce SleepVST1, a transformer
model for sleep stage classification from cardio-respiratory
waveforms. First, we pre-train the model on waveforms de-
rived from contact sensors (Fig. 1a), after which it outper-
forms existing methods for cardio-respiratory sleep staging
on two widely used public datasets, highlighting the effec-
tiveness of our transformer architecture.

After pre-training, we then show that SleepVST can be
transferred to cardiac and respiratory waveforms measured
entirely from near-infrared video, where our method addi-
tionally enables us to incorporate motion features derived
from the camera data (Fig. 1b). Using this novel combi-
nation of inputs available from a near-infrared camera, we
obtain state-of-the-art results for video-based sleep staging.
Through a series of ablation studies we demonstrate the ef-
fectiveness of our approach. Our work further highlights
the potential of camera-based sleep monitoring for impor-
tant clinical applications.

2. Background and Related Work
Automated sleep staging. To reduce the manual effort of
sleep assessment, deep learning methods have been devel-
oped for the automatic classification of sleep stages from
polysomnography (PSG) recordings, achieving near-human
accuracy [39]. Accuracy is commonly measured using Co-
hen’s kappa statistic (κ, [9]), which measures inter-rater
agreement between two sources. Expert annotation of sleep
stages is a subjective process, making 100% agreement un-
achievable [59]. Prior work has shown that sleep scorers
agree around 80% of the time (κ = 0.71-0.81, [11, 24]) when
classifying sleep stages according to American Academy of

1Sleep Video-Signal Transformer.

Sleep Medicine (AASM, [20]) scoring rules. These rules
divide sleep into five classes: Wake, N1 (light), N2 (inter-
mediate), N3 (deep) and rapid-eye-movement (REM) sleep.
However, due to low inter-scorer agreement in identifying
N1 [11], prior work has often treated sleep classification as
a four-class problem, by merging N1 and N2 into a single
class [22, 50].

Given the drawbacks of conventional polysomnography,
prior work has investigated the potential of automatic sleep
staging from a reduced number of contact sensors, includ-
ing the electrocardiogram ([50], κ = 0.66), and the photo-
plethysmogram ([44], κ = 0.65).

Camera-based physiological measurement. Respira-
tory measurement is possible from video by measuring
the induced movements of the chest and abdomen [65].
This has been achieved through methods such as frame-
differencing [2, 54], using dense optical flow magni-
tudes [32, 33] and by tracking the movement of sparse opti-
cal flow vectors [25] across video frames.

Camera-based measurement of the pulse is possible
using methods which measure specific cardiac phenom-
ena [30]. These include remote photoplethysmography
(rPPG, [42, 66]), which measures skin colour changes
caused by variations in blood volume over the cardiac cycle,
and ballistocardiography [4], which measures head move-
ments induced as blood is pumped through the carotid ar-
teries. More recently, deep learning methods have been de-
veloped which learn to extract a pulse signal directly from
input video frames [7, 26, 70] rather than targeting specific
underlying cardiac phenomena, including unsupervised ap-
proaches [49, 69].

Camera-based vital-sign measurement has been vali-
dated within clinical settings [55, 62], during overnight
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polysomnography recordings [58, 64], and has led to prod-
ucts with regulatory clearance for camera-based measure-
ment of the heart and breathing rate, including the Gili Pro
Biosensor [57] and Oxehealth Vital Signs software [56].

Camera-based sleep monitoring. Prior work has in-
vestigated the binary problem of distinguishing sleep from
wake using video cameras, using measures of activity de-
rived from the input frames [10, 33, 46]. Whilst activ-
ity information alone can be effective in distinguishing
sleep from wake, cardio-respiratory signals carry impor-
tant additional information for classifying specific sleep
stages [19, 48]. The current state-of-the-art approach for
video-based sleep staging ( [6], κ = 0.61) combines multi-
ple modalities derived from video: the heart rate, breathing
rate and activity information, to perform sleep stage classifi-
cation. This approach outperforms prior methods which had
used only a single video-derived modality: motion [21, 35]
or the cardiac pulse [60].

3. Datasets and Preprocessing
3.1. Contact Sensor Data

To train the SleepVST model, we used the SHHS [43, 71]
and MESA [8] contact sensor datasets. These datasets con-
tain PSG recordings and sleep stages annotated accord-
ing to AASM scoring rules. The cardio-respiratory sig-
nals available in each recording include the electrocardio-
gram (ECG), which measures electrical activity of the heart,
and respiratory signals, measured using respiratory bands
placed around the abdomen and thorax.

From the available signals, we seek to produce generic
cardiac and respiratory waveforms to train the SleepVST
model, preventing the model from learning to use informa-
tion which may be present in signals derived from contact
sensors but not present in those derived from video. This
is to mitigate the problem of domain shift [28, 47], where
the performance of a model is significantly reduced when
applied to a different data distribution.

To produce a cardiac (heart) waveform, we first applied
the same filtering steps used by the Pan-Tompkins algo-
rithm [36] to the ECG signal. We resampled the output from
the moving-window integration step of the algorithm to 10
Hz, then applied a Butterworth bandpass filter with a pass-
band of 0.66–2.8 Hz (40–168 beats per minute or BPM)
and Gaussian smoothing. To produce a respiratory (breath-
ing) waveform, we used the thoracic respiratory signal as
the input source, as previously used in [3]. This was down-
sampled to 5 Hz and smoothed using a median filter with a
kernel of length 5, to remove artefacts.

3.2. Video Data

We used the dataset previously introduced in [6] for our
video-based sleep staging experiments. This dataset con-

sists of overnight vPSG recordings from 50 volunteers, with
sleep stages annotated according to the AASM guidelines
at 30-second intervals (epochs) by a sleep physiologist.
Throughout this work, we refer to this as the Oxford Sleep
Volunteers (OSV) dataset. Each recording includes 850 nm
near-infrared (NIR) video data captured at 20 FPS. An ex-
ample camera view can be seen in Figure 5. More informa-
tion on the dataset is provided in §B.

To derive cardiac and respiratory waveforms from the
video data, we used components of FDA-cleared Oxehealth
Vital Signs software [56]. For each overnight video record-
ing, we used the software to obtain cardiac and respiratory
waveforms sampled at 10 Hz and 5 Hz respectively. We
then applied the same filtering steps applied to the con-
tact sensor waveforms: Butterworth filtering and Gaussian
smoothing to the heart waveforms, and median filtering to
the breathing waveforms.

Figure 2 shows examples of processed cardio-respiratory
waveforms measured from contact sensors and video for a
short section of a recording from the OSV dataset. These
have additionally been normalised to zero mean and unit
variance.

Figure 2. Example (normalized) cardiac and respiratory wave-
forms, xHW (t) and xBW (t), derived from contact sensors (blue)
and video (orange) from the OSV dataset.

4. Methods
4.1. SleepVST Architecture

Figure 3 illustrates the SleepVST model architecture, which
turns cardiac and respiratory waveforms into sequences of
feature vectors using a transformer encoder. These fea-
ture vectors are then used to classify each 30-second sleep
epoch. During pre-training, we used a linear layer for clas-
sification. When transferring to video data, we trained a
new classifier that additionally used motion features derived
from video as inputs, discussed further in Section 4.2.

Patchification. The continuous heart and breathing
waveforms (HW and BW) are divided into N windows i.e.
patches, drawing on ideas from PatchTST [34]. We used
non-overlapping 30-second windows since this is the inter-
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Figure 3. SleepVST architecture. Each 30-second window of
heart (xHW ) and breathing waveforms (xBW ) is passed to a patch
encoder, which turns them into patch-level features. These fea-
tures are concatenated and passed to a transformer encoder. Dur-
ing pre-training, a linear layer turns the output feature sequence
zo of length N from SleepVST into sleep stage classifications.

val at which sleep stages are classified according to AASM
guidelines. We denote the patchified inputs as xHW ∈
R300×N and xBW ∈ R150×N respectively, where N is the
sequence length.

Encodings. Each waveform patch is normalised to zero
mean and unit variance before being passed to encoding lay-
ers EHW and EBW , which transform them into feature vec-
tors zHW ∈ RDHW×N and zBW ∈ RDBW×N . The feature
vectors from each patch are then concatenated, producing a
sequence of feature vectors zi ∈ R(DHW+DBW )×N which
are passed to a transformer encoder.

We used identical, shallow 1D ResNet-style [17] models
for EHW and EBW , illustrated in Figure 4. This convolu-
tional encoder design [1] compresses the waveform patches
into lower-dimensional feature vectors. This allowed us to
keep DHW and DBW small, reducing the computational
and memory complexity of the downstream transformer and
the likelihood of over-fitting, particularly when transferring
the model to the smaller video dataset.

This encoder design additionally provides a high degree
of flexibility at the input level, such as the ability to use in-
put signals of differing frequencies. In later ablation studies,
this enables us to compare the performance of the SleepVST
model with simpler variants which use 30-second patches
of 1 Hz heart rate xHR ∈ R30×N and/or breathing rate
xBR ∈ R30×N time-series as inputs, rather than underlying
waveforms. When using either of these as inputs, we used
linear projections [13, 34] for the input encoders, because
of the lower dimensionality of xHR and xBR. Through-
out our experiments we use the same feature dimension i.e.
DHW = DBW = DHR = DBR = 64.

Figure 4. Waveform encoder design. Using a series of convo-
lutional layers, the encoder turns sequences of signal patches into
sequences of lower-dimensional feature vectors.

Transformer layer. We used a Transformer en-
coder [61] with sinusoidal position encodings to turn the
sequence of input features zi into an output sequence of fea-
tures zo with an identical feature dimension. Normal sleep
exhibits long-range structures, known as sleep cycles [38],
which typically last around 90–120 minutes and typically
occur four to five times per night. From its superior perfor-
mance in many sequence modelling tasks, including EEG-
based sleep staging [41], we expect that the inductive biases
of the transformer model (i.e. the attention mechanism) can
enable it to learn to use relative position within a sleep cycle
to classify sleep stages.

Classification. When training and testing on contact
sensor data, we used a linear classification layer WC ∈
RC×(DHW+DBW ) to transform the sequence of output fea-
ture vectors zo into a sequence of sleep stage probabili-
ties y ∈ RC×N , where the number of classes C depends
on the sleep classification strategy used. In line with prior
work, we classified sleep stages into four classes during pre-
training: Wake–N1/N2–N3–REM, i.e. C = 4.

Model training and inference. In all experiments, we
used a sequence length of N = 240 windows i.e. two hours.
During training, we created batches by sampling sequences
of length N with a step of 5 minutes from within each
recording. The model was trained to minimise the multi-
class cross-entropy loss using the AdamW [27] optimiser
with a learning rate of 0.0005 and weight decay of 0.001.
Other hyper-parameters, such as the no. encoder layers, are
detailed in §D. To apply the model to arbitrary length in-
put sequences during evaluation, we re-applied it at regular
intervals. More details on this process are provided in §E.

4.2. Motion features from Video

Following prior work [35], we seek to produce motion fea-
tures from video which encode for information which is pre-
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dictive of the sleep stage, such as the rate and distribution of
body movements [68]. To do so, we define a set of parame-
terised time-series features that collectively quantify motion
over a range of spatial and temporal scales.

Optical flow estimation. We first estimated a 2D optical
flow field u(t, x, y) ∈ R2 over the bed region. Inspired by
sleep pose detection work [31], we applied a homography
transformation [16] to the individual video frames before
estimating the flow field, to achieve camera viewpoint in-
variance (shown in Figure 5).

Figure 5. Example processing of an NIR video frame from the
OSV dataset. (a) Real viewpoint. (b) Virtual viewpoint. (c) Head
(H), body (B), and outer (O) bed regions. The distance from the
camera to the head region is around 1.5 m.

Feature definitions. Given an arbitrary region R of the
optical flow field, we define the following parametrised sig-
nals:

v(t;R) = max
(x,y)∈R

|u(t, x, y)| (1)

s(t;R) =
1

|R|
∑

(x,y)∈R

|u(t, x, y)| (2)

i.e. the maximum (1) and the average (2) of the optical flow
magnitude in the region R at time t. Using these signals, we
define two time-series features that quantify motion within
a time window ∆ up to time t:

f1(t;R,∆) =

t∑
t−∆

v(t;R) (3)

f2(t;R,∆) =

t∑
t−∆

s(t;R) (4)

Plus two additional features which measure the time elapsed
since either signal went above a threshold δ:

f3(t;R, δ) =

t∑
t−τ

1

where τ = max
t′≤t

t′

s.t. v(t′;R) > δ

(5)

f4(t;R, δ) =

t∑
t−τ

1

where τ = max
t′≤t

t′

s.t. s(t′;R) > δ

(6)

We calculated each feature for all possible combinations
of parameters ∆ ∈ {30, 300} seconds, δ ∈ {0.01, 0.1, 1}
and R ∈ {H,B,O}, where {H,B,O} are approximate
head, body and outer bed regions as illustrated in Figure 5.
This resulted in (2+2+3+3) time-series features per region,
i.e. 30 unique time-series features. Additionally, we pro-
vided the video-based classifier (see Section 4.3) with time-
shifted features fi(t + T ) for T ∈ {-90, 0,+90} seconds.
This gave a total of 90 motion features for each sleep epoch.

4.3. Transferring SleepVST to Video

To transfer the SleepVST model to video using the OSV
dataset, we removed the linear classification layer learnt
during pre-training and used the model as a frozen feature
extractor, applying it to sequences of cardiac and respira-
tory waveforms measured from video to produce sequences
of output features zo. We then trained a new classifier
that used these features, plus the motion features derived
in the previous section, to classify individual sleep epochs.
This allowed us to leverage the representational capacity of
the transformer model, by pre-training on the much larger
contact-sensor datasets, whilst also enabling us to incorpo-
rate motion information from the video dataset. We fol-
lowed the design choice of [6] and used a Random For-
est [5] for our classifier due to its low computational cost
and robustness to overfitting.

5. Experimental Results
Sleep staging performance has commonly been reported in
terms of classification accuracy (AccT ) and total Cohen’s
kappa (κT ) over all sleep epochs in the dataset, and/or using
per-night mean statistics, Accµ and κµ, i.e.:

κT = K(

N∑
i=1

c(yi, ŷi)) (7)

κµ =
1

N

N∑
i=1

K(c(yi, ŷi)) (8)

where yi, ŷi ∈ RC×Li are the one-hot encoded model and
scorer labels for recording i of length Li and c(yi, ŷi) ∈
RC×C is the confusion matrix between them. K(·) is the
function which calculates the Cohen’s kappa statistic [9]
from a confusion matrix and is defined in §G. We report
all of these statistics, to make fairer comparisons with prior
work, and to aid future comparisons.
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Figure 6. Example four-class sleep hypnograms from the OSV dataset. (top) Scored by an expert using signals from the vPSG recording.
(bottom) Automatically generated from near-infrared video using SleepVST. (Cohen’s κ = 0.71 between model and expert sleep stages.)

5.1. Pre-training on Contact Sensors

From the SHHS dataset, we randomly selected 500 partic-
ipants who participated in both visits, to form a test set of
1000 nights of data. This ensured that no participant ap-
peared in both the training/validation and test partitions.
Our test set is listed in §H. From the MESA dataset, we used
the same test set of 204 nights as Kotzen et al. [22]. The re-
maining nights from both the SHHS and MESA datasets
were pooled together and randomly split into training and
validation sets using a 75:25 split.

Table 1 compares the overall performance of SleepVST
with prior methods for cardio-respiratory sleep staging from
contact sensors. These have used input modalities such as
the photoplethysmogram (PPG) waveform and the ECG-
derived heart rate. Using the ECG and thoracic respira-
tory signals, SleepVST outperforms prior methods for sleep
staging from cardio-respiratory signals on both datasets.

5.2. Video-based Sleep Staging

In this section, we report the performance of the SleepVST
model after transfer to the OSV video dataset. We follow
the evaluation procedure of [6], training and evaluating on
the 50 nights of data using 10-fold cross-validation with
non-overlapping folds each containing five nights of data.

In Table 2, we see that our method achieves significantly
better performance in terms of both accuracy and Cohen’s
κ statistic when compared with prior video-based methods
evaluated on similar study populations.

Figure 7 shows the total test confusion matrix between
model and human expert (polysomnographer) classifica-
tions on the OSV dataset. We observe particularly high ac-
curacy in distinguishing Wake and REM sleep stages.

Figure 7. Confusion matrix between SleepVST and expert labels
on four-class video based sleep staging.

Population performance. Figure 8 shows the distri-
bution of Cohen’s κ values across participants from the
OSV dataset plotted against age, sex and Fitzpatrick skin
type2 [14]. We observe a decrease in performance with age,
as observed in prior sleep staging work [6, 53]. In older
adults, measures of cardio-respiratory activity (e.g. heart
rate variability) are known to decline with age [72]. This
likely reduces the distance between sleep stages in cardio-
respiratory input space and thus makes them harder to dis-
tinguish. Additional video data from older subjects would
likely help to improve this, which is discussed further in §C.

2Plotted using representative skin tones from [67].
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Table 1. Comparison of four-class cardio-respiratory sleep staging methods using contact sensors.

Cohen’s κ Accuracy / %

Dataset N Method Modalities κµ κT Accµ AccT

SHHS [43] 296 Bakker et al. [3] HR+Thor∗+Air† - 0.64 - 76.7
800 Sridhar et al. [50] HR (ECG) 0.65 0.66 77.3 77.0
1000 SleepVST ECG+Thor∗ 0.73 0.75 82.8 83.0

MESA [8] 296 Bakker et al. [3] HR+Thor∗+Air† - 0.68 - 79.8
194 Sridhar et al. [50] HR (ECG) - 0.69 - 80.0
204 Kotzen et al. [22] PPG - 0.73‡ - 82.6‡

204 SleepVST ECG+Thor∗ 0.76 0.77 85.1 85.2
∗Thoracic respiratory effort. †Nasal airflow. ‡From reported confusion matrices.

Table 2. Comparison of four-class sleep staging methods using video cameras.

Cohen’s κ Accuracy / %

Dataset N Method Modalities∗∗ κµ κT Accµ AccT

Healthy infants [21] 8 Kamon et al. [21] Motion 0.26 - 48.0 -
Healthy adults [35] 6 Nochino et al. [35] Motion 0.19 - 40.5 -
HealthBed Study [60] 46 van Meulen et al. [60] HW∗ 0.49 0.49‡ 67.9 67.9‡

Oxford Sleep Volunteers 50 Carter et al. [6] HR+BR+Motion 0.61 0.64‡ 73.4 74.3‡

50 SleepVST HW∗+BW†+Motion 0.68 0.71 77.7 78.8
∗∗Camera-derived. ∗Cardiac pulse (heart) waveforms. †Respiration (breathing) waveforms. ‡From reported confusion matrices.

Figure 8. Scatter and box plot of Cohen’s κ against age, sex and
Fitzpatrick skin type2 for individuals from the OSV dataset.

Example SleepVST output. Figure 6 shows an exam-
ple hypnogram generated entirely from near-infrared video
using our method. This example corresponds to the median
Cohen’s κ between model and expert from the OSV dataset.
The model correctly identifies all three REM cycles, periods
of deep sleep, and brief awakenings throughout the night.
Additional hypnogram examples can be found in §C.

5.3. Ablation Studies

Video transfer strategy. In Table 3, we compare the per-
formance of three methods for transferring the SleepVST
model to video data:
1. Directly applying the pre-trained SleepVST model to

cardiac and respiratory waveforms from video data.
2. Using SleepVST as a feature extractor and:

(a) training a new classification layer without using
motion features.

(b) training a new classification layer that also uses mo-
tion features i.e. our best-performing approach.

Here we see that training a new classifier for video data
is essential to the effectiveness of our approach. This step
likely allows the classifier to ignore parts of the learnt fea-
ture space that do not transfer between contact-sensor and
video-derived waveforms i.e. sensor-specific features.

Table 3. SleepVST video-based sleep staging performance for dif-
ferent model transfer strategies.

κµ κT Accµ / % AccT / %

Direct apply 0.510 0.536 66.7 67.3
Transfer w/o motion 0.660 0.689 76.4 77.4
Transfer w/ motion 0.677 0.708 77.7 78.8
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Figure 9. Example four-class hypnograms during fragmented
sleep from the OSV dataset. The use of motion features improves
accuracy during short awakenings between 22.00 and 00.00.

Motion features. Table 4 reports the effectiveness of
the two main components of our motion feature set: the
set of feature definitions fi and the set of regions used R.
Additional ablations can be found in §C. Here we define
and report an additional metric κF which is the Cohen’s
κ statistic computed over epochs near transitions to/from
Wake (W ) i.e. where ŷti ̸= ŷt+∆

i = W or ŷti = W ̸= ŷt+∆
i

for any ∆ ∈ [−2, 2] epochs. This metric better quantifies
accuracy during fragmented sleep, such as in Figure 9.

As measured by κF , we see that motion features aid clas-
sification during fragmented sleep. The ability to accurately
measure sleep fragmentation is particularly important since
it is linked with daytime sleepiness and decreased cognitive
performance [29].

Table 4. Ablation study of motion feature parameters.

Cohen’s κ

Ablation Parameter Set n∗
f κT κF

Feature set fi ∈ {} 0 0.689 0.397
fi ∈ {f1, f2} 36 0.697 0.467
fi ∈ {f3, f4} 54 0.704 0.465
fi ∈ {f1, f2, f3, f4} 90 0.708 0.491

Region(s) R ∈ {H ∪B} 30 0.702 0.461
R ∈ {H ∪B,O} 60 0.704 0.468
R ∈ {H,B,O} 90 0.708 0.491

∗No. features.

Cardio-respiratory inputs. In Table 5, we compare the
performance of the SleepVST model with variants which
use heart rate xHR or breathing rate xBR as inputs instead
of the underlying waveforms, as described in Section 4.1.
We see that the use of waveforms, rather than derived heart
and breathing rates, leads to improvements in sleep staging
accuracy across all datasets.

Table 5. Comparison of four-class sleep staging performance for
different cardio-respiratory input combinations to SleepVST.

Cohen’s κT

Input signals SHHS MESA OSV

xHR , xBR 0.683 0.722 0.681
xHW , xBR 0.718 0.736 0.684
xHR , xBW 0.723 0.758 0.702
xHW , xBW 0.749 0.765 0.708

6. Conclusions

We have introduced SleepVST, a transformer model for
sleep stage classification from cardio-respiratory wave-
forms. Using a transfer learning approach, we have shown
how SleepVST can be used to perform sleep stage classifi-
cation entirely from near-infrared video.

Our results advance the state-of-the-art in video-based
sleep staging, narrowing the gap to expert-level perfor-
mance and taking a significant step towards important clin-
ical applications. More broadly, our work shows that a
model pre-trained on a task using cardio-respiratory wave-
forms from large contact-sensor datasets can be effectively
transferred to waveforms measured from video. This ap-
proach can benefit wider applications such as the detection
of arrhythmias and sleep apnoeas, from cardiac and respira-
tory waveforms respectively.

Finally, we believe there is important future work in
learning more expressive representations of motion during
sleep. In addition to improving the performance of video-
based sleep staging, this could also enable the detection of
sleep movement disorders, such as REM behaviour disor-
der, removing the existing need for time-consuming, man-
ual video review [51].
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