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Abstract

Recent advancements in text-to-image technology have
significantly advanced the field of image customization.
Among various applications, the task of customizing diverse
scenes for user-specified composited elements holds great
application value but has not been extensively explored.
Addressing this gap, we propose AnyScene, a specialized
framework designed to create varied scenes from compos-
ited foreground using textual prompts. AnyScene addresses
the primary challenges inherent in existing methods, partic-
ularly scene disharmony due to a lack of foreground seman-
tic understanding and distortion of foreground elements.
Specifically, we develop a foreground injection module that
guides a pre-trained diffusion model to generate cohesive
scenes in visual harmony with the provided foreground. To
enhance robust generation, we implement a layout control
strategy that prevents distortions of foreground elements.
Furthermore, an efficient image blending mechanism seam-
lessly reintegrates foreground details into the generated
scenes, producing outputs with overall visual harmony and
precise foreground details. In addition, we propose a new
benchmark and a series of quantitative metrics to evaluate
this proposed image customization task. Extensive exper-
imental results demonstrate the effectiveness of AnyScene,
which confirms its potential in various applications.

1. Introduction
Recently, text-to-image (T2I) synthesis models [24, 28, 30,
34] have seen rapid advancements and gained significant
attention due to their ability to generate high-fidelity im-
ages from textual prompts. Among the various applications
that harness T2I technology to enhance design efforts, gen-
erating diverse scenes tailored to specific composited fore-
grounds is valuable. It is effective in image editing tasks
demanding background alteration and creation, such as sit-
uating e-commerce products in customized scenes, depict-
ing objects in various environmental settings, etc. Despite
its clear utility, this task of “customizing diverse scenes for
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Figure 1. Our proposed AnyScene is capable of synthesizing high-
quality scenes that align with textual prompts based on the given
foregrounds. Compared to previous alternative methods [42, 45],
AnyScene provides precise control over the introduced foreground
and generates visually harmonious images.

composited foreground” has not been extensively explored.
Currently, several alternative methods [42, 45] can

achieve this task. One such method is employing the canny
edge as a control condition [23, 45], combined with over-
laying the original foreground onto the generated image,
often requiring manual adjustments to achieve visual har-
mony. Another strategy involves inpainting models [30, 42]
that construct backgrounds by painting around the exterior
of a masked foreground area. Furthermore, in cases where
the foreground comprises only one or two specific objects,
subject-driven techniques [17, 19, 32] have shown profi-
ciency in generating customized images.

However, these methods have limitations in practical ap-
plications. The method of directly controlling the fore-
ground edge [45] does not consider the visual context, lead-
ing to scenes that lack harmony (e.g. Fig. 2(a)). More-
over, inpainting-based approaches [30, 42], though capa-
ble of creating cohesive scenes, are commonly trained un-
der a random area recovering paradigm, which may distort
the foreground elements or cause unintended regeneration
of elements from foreground descriptions (e.g. Fig. 2(b)).
Finally, subject-driven methods [17, 19, 32] often compro-
mise high-level details of objects (e.g. Fig. 2(c)), leading
to significant distortions of details such as logos, text, etc,
which is problematic for the applications like commodity
poster design. Meanwhile, their limited capacity to com-
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Figure 2. The visualized examples of challenges faced by current
alternatives [17, 42, 45] with the proposed task.

pose multiple objects into a complex scene also restricts
their applicability.

To address these limitations, we present AnyScene, a
customized image synthesizing framework tailored explic-
itly for “customizing diverse scenes for composited fore-
ground”. Firstly, facing the challenge of generating a visu-
ally harmonious scene based on the specific foreground and
text prompt, we establish a training paradigm that recon-
structs the overall scene considering the given foreground
elements and propose the foreground injection module to
guide pre-trained latent diffusion models in producing the
images of overall scenes that cohesively incorporate the
specific foreground. Secondly, to minimize severe distor-
tion of the foreground and prevent redundant generation of
foreground elements during synthesis, we implement the
layout control strategy, which ensures that foreground in-
formation remains confined to its designated areas during
model inference. Finally, acknowledging that generated im-
ages often fail to preserve intricate visual details of specific
objects due to perceptual compression [9] inherent in latent
diffusion models [30], it is necessary to recover the original
details of the foreground onto the generated images. Unlike
alternative methods [42, 45] that typically directly overlay
the foreground on the generated image, we employ an im-
age blending mechanism to achieve a visually harmonious
integration, considering the lighting and color conditions of
the generated images.

We conduct extensive experiments to evaluate the gen-
erative capability of AnyScene on the proposed task. We
propose a benchmark and a series of evaluation metrics
to assess the generative capacity of methods on this task.
Additionally, we perform a detailed visualization analysis
to compare the results produced by different approaches.
These experiments conclusively demonstrate the effective-
ness of AnyScene in synthesizing high-quality customized
images.

2. Related Work
2.1. Text-to-Image Synthesis

Text-to-image (T2I) synthesis techniques aim to gener-
ate images from given textual descriptions. Early re-
search [29, 40, 43, 44] employed Generative Adversarial

Networks (GANs) [11] on text-image datasets. These initial
methods suffered from training instability[1, 37] and a lack
of high-quality datasets, which posed challenges in produc-
ing high-fidelity images. Subsequently, models based on
autoregressive architectures [7, 8, 10, 27, 38, 41], trained
on expansive datasets [35, 36], have made notable strides
in generation quality, significantly advancing T2I synthesis
research with their enhanced generative capabilities.

Recently, the study of denoising diffusion probabilistic
models (DDPMs) [6, 14, 15] has significantly advanced
the field of T2I technology. DDPMs utilize a process that
progressively adds random noise to the original image and
then iteratively removes this noise during inference to pro-
duce various high-quality images. Pioneering works such
as [24, 30, 33, 34] have built powerful T2I models based on
DDPMs, achieving remarkable improvements in the fidelity
and clarity of the synthesized images. This progress has
led to a range of innovations in image customization works,
leveraging the capabilities of pre-trained diffusion models
for practical applications, such as subject-driven genera-
tion [17, 19, 32, 39] and text-driven image editing [2, 12].

2.2. Controling Text-to-Image Diffusion Models

With the rapid advancement of Text-to-Image (T2I) diffu-
sion models, recent studies have significantly advanced in
precisely controlling the generative content of these models.
In order to incorporate specific visual references into gener-
ative models, works such as [19, 21, 39] utilize CLIP-based
visual adapters to introduce visual concepts from reference
images into the image generation process. For layout con-
trol, some studies [23, 45] introduce additional conditions
like sketches, depth maps, or canny edges to pre-trained
diffusion models, constraining models to generate images
conforming to these layouts. Additionally, attention control
methods [5, 12] have achieved image editing or layout guid-
ing capabilities without the need for any training by editing
cross-attention maps between text tokens and intermediate
visual features during the model’s inference process.

3. Preliminary
We adopt the Stable Diffusion model [30] for its proven
stability and efficacy in text-to-image synthesis tasks. Our
method aims to utilize the powerful generative capabili-
ties of the pre-trained diffusion model to customize diverse
scenes based on the given foregrounds guided by textual
prompts. Before introducing our method, it is essential first
to discuss the mechanism of Stable Diffusion, which forms
the preliminary basis of our method.

The Stable Diffusion is based on the latent diffusion
model [30]. It operates diffusion and denoise processes
in an autoencoder’s latent space. Formally, it uses a pre-
trained encoder E to compress images x into smaller “latent
images” z for stabilized training. Then, the model features
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Figure 3. The overall framework of our proposed AnyScene, which is designed to synthesize diverse scenes with user-specified foreground
elements. a) AnyScene begins with gaining a composited foreground and text prompts for the target scene. b) Then, the Foreground
Inject Module(Sec. 4.1), alongside a Layout Control Strategy(Sec. 4.2), guides a pre-trained diffusion model to generate the scene
contextually. c) Finally, the generated scene undergoes a Foreground Blending(Sec. 4.3) process to recover the foreground details, resulting
in a harmoniously synthesized final image.

a denoising U-Net [31] E to predict the reverse diffusion
process in the latent space. A key aspect of the model is
its conditioning on textual inputs through a CLIP [26] text
encoder τθ that translates the text condition y into an inter-
mediate form τθ(y), which is integrated into the model via
a cross-attention mechanism in the U-Net layers:

Attn(Q,K, V ) = Softmax

(
QKT

√
d

)
V, (1)

where Q = WQ ·φ (zt) ,K = WK ·τθ(y), V = WV ·τθ(y),
and φ (zt) represents the hidden states in U-Net with zt as
the diffused latent representation at time t. The training ob-
jective of the latent diffusion model is to predict the noise ϵ
added to the latent image representation, as formulated in:

Ldenoising = Ez,t,y,ϵ∼N (0,1)

[
∥ϵ− ϵθ (zt, t, τθ(y))∥22

]
, (2)

where ϵ is the added noise for the diffusion process, ϵθ indi-
cates the U-Net’s parameters which are used to predict this
noise conditioned with text y.

During inference, the model starts with a random Gaus-
sian noise sample zT and iteratively denoises it over T steps
to arrive at the estimated initial code ẑ0. Finally, the image
decoder D(·) is applied to reconstruct this latent code ẑ0
into the final image x̂ with high fidelity.

4. Methodology
This study focuses on the task of “customizing diverse
scenes for composited foreground”. As illustrated in Fig. 3
(a), this task has two inputs: 1) the specific foreground ele-
ments onto the blank canvas denoted cf ; 2) a text prompt of

the target scene, denoted y. Given these inputs, the goal of
our proposed task consists of the following requirements.
• Generate scenes that are visually cohesive with the pro-

vided foreground and textual description;
• Prevent severe distortion and redundant generation of

foreground elements during scene creation;
• Preserve the precise details of the given foreground and

blend it into the generated image naturally.
Based on these requirements, we introduce AnyScene, as
illustrated in Fig. 3. We propose a comprehensive frame-
work based on three modules designed to address each of
the points above, ultimately synthesizing images that align
with user input and uphold overall visual harmony and the
accuracy of the original foreground details.

4.1. Foreground Injection Module

We propose the Foreground Injection Module Fc based on
the ControlNet [45] architecture to introduce the foreground
information into the pre-trained diffusion model. Fc em-
ploys the same encoder blocks as the diffusion U-Net to
extract detailed information from cf and learns the correla-
tion between the input text y and the foreground elements.
By adding the learned intermediate features into the diffu-
sion model’s latent space, Fc guides the frozen diffusion
models to generate a cohesive overall scene with the input
foreground and text prompt.

To facilitate the training of the Foreground Injection
Module Fc, we construct the training data, utilizing the
foreground image cf with its target scene description y to
reconstruct the original image x and learn the module’s
foreground integration capabilities. During training, we ap-
ply random color enhancements to the input foregrounds,
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encouraging Fc to guide the diffusion model to generate vi-
sually harmonious scenes, even with variable foreground
colors and lighting conditions. To ensure effective fore-
ground integration, we apply the following three parts of
training objectives for Fc.
Denoising Loss. We adopt the standard denoising loss from
latent diffusion models [15, 30]. During the denoising train-
ing phase of latent diffusion models, the denoising loss aims
to reconstruct the initial latent code z0 from the diffused
code zt in timestep t by predicting the added noise. In our
cases, the denoising loss can be formulated as:

Ldenoising = Ez0,t,y,cf ,ϵ∼N (0,1)

[
∥ϵ− ϵθ (zt, t, τθ(y), Fc(cf )) ∥22

]
,

(3)
where the ϵ is the random sampling noise to simulate the
diffusion process, we leverage the U-Net’s parameters ϵθ to
predict this added noise in conditions with y and cf .
Content Loss. We apply a pixel-level foreground content
loss to enhance the color and texture learning with the given
foreground elements. At timestep t, we reverse the diffused
latent zt to their estimated initial state ẑt, which is formu-
lated as: ẑt =

(
zt −

√
1− ᾱtϵθ (zt, t, y, cf )

)
/
√
ᾱt, where

ᾱt =
∏t

s=1 αs, αs = 1 − βs and βs represents forward
process variances [15]. From this, the reconstructed esti-
mated image is denoted as x̂t = D(ẑt), where D(·) is the
image decoder as defined in Sec. 3. The Content Loss is
then applied using the foreground binary mask M to align
the reconstructed and original images within the foreground
region:

Lcontent = ∥x0 − x̂t∥22 ⊙M. (4)

With this training objective, Fc can effectively learn the
color and texture information of the given foreground. Par-
ticularly, incorporating the color enhancement applied on
the foreground elements during training, the introduction of
this loss helps adjust the foreground colors according to the
overall generated scene in response to various lighting and
color conditions, thereby improving the visual harmony of
the generated scene.
Edge Gradient Loss. In conventional image processing,
identifying foreground boundaries often relies on detect-
ing changes in color gradients within the image. These
changes are typically pronounced at the edges of foreground
elements due to variations in lighting, color, and depth of
field. Inspired by this, we propose an edge gradient loss,
which encourages Fc to generate soft and realistic fore-
ground boundaries by learning the gradient changes of fore-
ground boundaries in real images. To this end, we generate
an edge mask Medge = dilate(M) − erode(M), which is
obtained by subtracting the eroded mask from the dilated
mask to capture the morphological edges of the foreground.
Subsequently, we utilize the Laplacian operator to calcu-
late the color transition gradient in the RGB channels of the
original image x0 and the estimated image x̂t. The formula

for aligning gradients at the edges between the two images
is as follows:

Lgradient = ∥∇x0 −∇x̂t∥22 ⊙Medge, (5)

where ∇ denotes the Laplacian operator. Incorporating this
loss enables Fc to refine image generation from two as-
pects: 1) clarify the edges around the foreground elements;
2) align edge gradients to preserve the foreground shape,
which could minimize distortions in the generated images.
Training Strategies. Building upon the previously intro-
duced concepts, the Foreground Injection Module Fc is
trained using the foundational denoising loss in conjunction
with the newly proposed losses. Recognizing that the model
cannot reconstruct the original image in the early stages
of denoising, we adjust our training strategy accordingly.
Specifically, we apply Lgradient exclusively at timesteps
t < αT , where T denotes the total number of diffusion
timesteps and α ∈ [0, 1] is an adjustment parameter, de-
faulting to 0.25. Consequently, the overall training objec-
tive of the network is formulated as follows:

Ltotal =

{
Ldenoising + Lcontent + Lgradient, if t < αT

Ldenoising + Lcontent, otherwise
.

(6)
A more detailed training strategy is discussed in the experi-
mental section(Sec 5.1).

4.2. Foreground Layout Control

Through training the Fc in the proposed paradigm, it can
achieve precise foreground injection into the generation
process. However, due to the lack of semantic understand-
ing of the foreground introduced in the frozen diffusion
model, challenges such as distortion and redundant genera-
tion of the foreground elements may still arise. To address
this challenge, we propose a foreground layout control strat-
egy applied during the iterative denoising steps of model
inference to avoid such errors.

As discussed in previous works [5, 12, 39], in cross-
attention based text-to-image diffusion models, the cross-
attention map between the word tokens and latent spatial
patches is calculated over the visual features (Q) and word
embeddings (K), as referenced in Eq.(1). In timestep t,
for a text sequence of length N , the cross-attention map
can be denoted as At ∈ Rp×p×N , with p indicating the
resolution of the map. Specifically, At[i, j, n] denotes the
probability that the n-th token conveys information to the
(i, j)-th spatial patch of the intermediate feature map, re-
flecting the extent of influence each word has on the image
patch. Therefore, observing cross-attention maps in incor-
rectly generated examples is crucial to addressing the issue
of generation errors with foreground elements.

As illustrated in Fig. 4, during the default sampling pro-
cess, it is observed that although the foreground informa-
tion has been injected into the diffusion model, the attention
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Figure 4. In the failure cases, the semantic information of “backpack” extends beyond the designated foreground region, resulting in the
distortion of foreground elements and their redundant generation within the synthesized image. Our proposed foreground layout control
strategy capably avoids such failures by effectively confining the foreground semantics to the appropriate region.

maps of words associated with foreground elements still
probably extend beyond their intended region. To deal with
this issue, we apply the foreground mask M to these expan-
sive attention maps. Specifically, for words designated by
the user as related to foreground elements, we identify their
positions in the input prompt as K = {k1, k2, . . . kn}. The
cross-attention editing strategy can then be written as:

A∗
tk

= At[:, :, k]⊙ (M ↓ p), k ∈ K (7)

where ↓ indicates the down-sampling operation on the mask
M to the resolution p ∈ {64, 32, 16}, matching the resolu-
tion of At at different network levels. This control strategy
ensures that the semantic information of the foreground el-
ements remains confined within the masked area, as shown
in Fig. 4, thus facilitating controllable preservation of the
foreground layout. Moreover, since this strategy operates
during the sampling steps, it is independent of the model’s
training phase. This allows for its direct application to mod-
els already trained, providing an adaptable control mecha-
nism for the practical application of our method.

4.3. Foreground Blending

To reintegrate the original foreground details into the gen-
erated scenes, current alternatives merely paste the fore-
ground over the mask M , which may lead to issues with
border harmony and disregard the scene’s overall color tone.
Addressing these limitations, a viable solution is the appli-
cation of image blending techniques like Poisson Blend-
ing [25], which can smoothen intensity transitions in the
pasting area, thus reducing artifacts. Poisson Blending
achieves harmonized blending by formulating a guidance
vector field as:

min
f

∫∫
Ω

|∇f −∇g|2 with f |∂Ω = f∗|∂Ω . (8)

where ∇ represents a gradient operator. The main purpose
is to calculate the final blending image f under the condi-
tion that the foreground boundary ∂Ω of generated scene f∗

remains unchanged while ensuring the gradient of f in the
foreground region Ω closely approximates the gradient of
foreground g. Utilizing an eroded mask Meroded, we rein-
tegrate the intricate inner details of the foreground into the
generated image. Finally, it outputs the synthesized image
with overall visual harmony and precise details of the fore-
ground elements.

5. Experiment
5.1. Implementations Details

Training Dataset. We construct a training dataset com-
prising {foreground image, scene image, text prompt} data
pairs for training the foreground injection module. The
training images are sourced from FFHQ [16, 39], COCO [4,
22], and OpenImage [18] datasets. We utilize the segmenta-
tion annotations in these datasets to extract foreground ob-
jects from images, which were then recombined to form
composited foregrounds. Additionally, we employ BLIP-
2 [20] to generate scene descriptions for data lacking textual
annotations. We collect 240K training pairs from various
categories to train our network.
Data Augmentation. Throughout our training process,
we apply random data augmentations to the foreground
elements to enhance the ability of the Foreground Injec-
tion Module Fc to generate visually harmonious scenes
under various lighting, color, and clarity conditions. Us-
ing the Albumentations library [3], we introduce random
color(RGBshift), contrast, and gamma adjustments, creat-
ing diverse foreground augmentations.
Framework Training. We develop our framework us-
ing Stable Diffusion v1.5 [30] as the base model, with all
model parameters frozen. Particularly, we start training
our network from the weights of community ControlNet-
Inpaint [45] checkpoint. Although it cannot be directly ap-
plied to the proposed scene generation task (it fails to in-
paint large blank areas like the entire background), its scene
completion capability trained on random masks can accel-
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Figure 5. Qualitative comparisons on the proposed benchmark, which shows the generation qualities conditioned with the foreground from
the real scene. To demonstrate the scene generation capabilities of the generative model without introducing a foreground, we also display
and compare the results generated by default versions of Stable Diffusion.

erate the training efficiency of our proposed framework.
Training was conducted on two Nvidia A800 GPUs, with
a batch size of 16, at an image resolution of 512× 512 and
a learning rate of 1 × 10−5. Employing the AdamW opti-
mizer, the training was completed over 40 hours, finishing
100K training steps.

5.2. Evaluation Settings

To comprehensively evaluate the efficacy of the AnyScene
on the task of “customizing diverse scenes for composited
foreground”, we devise an evaluation benchmark. We use
the same method as for constructing the training data to
form 3,108 pairs of composited foreground as well as tar-
get scene descriptions on COCO [22], which is specifically
curated to evaluate the ability of models to synthesize target
scenes from given foregrounds and scene descriptions.

We employ three classic metrics to evaluate the quanti-
tative quality of the synthesized images, including FID [13]
(Fréchet Inception Distance) for visual quality, CLIP-
Score [26] for text-visual consistency, and LAION Aes-
thetic [36] for the aesthetic quality of generated images.

5.3. Comparison Method

To comprehensively evaluate the generation quality and ap-
plications with our approach, comparative analyses were
conducted against three distinct types of generative models:

Alternatives for the Proposed Task. Specifically, it in-
cludes two methods. 1) Canny Edge: the Canny Edge ver-
sion of ControlNet [45]. We extract the canny edges of the
input foreground and use them to guide the overall scene
generation. 2) Inpainting Anything [30, 42]: a method that
employs an inpainting version of Stable Diffusion to replace
the background with a given foreground. We treat these
methods as the primary comparative method to compare the
generative capabilities through quantitative evaluation and
visualization of results.

Reference-based Subject-Driven Method. Methods in
this category use a single image as a visual reference to
synthesize new scenes with text prompts. We employ the
zero-shot setting of BLIP-Diffusion [19] for comparison to
evaluate how our method compares to this technique in the
proposed task.

Finetuning-based Subject-Driven Method. This ap-
proach entails finetuning the model with multiple images of
the same subject to learn visual concepts and generate new
scenes. We employed DreamBooth [32] and CustomDif-
fusion [17], finetuning each with 4 to 10 images for ev-
ery foreground element, composing them to generate cus-
tomized images.

Since the subject-driven methods can customize scenes
for specific objects, we compare the image quality gener-
ated by these methods with our approach in the image qual-
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Figure 6. Qualitative comparisons by simulating the user’s combination of specific objects to form the foreground, where the words marked
blue in the input text are user-specified foreground-related words, and we use this information to control the foreground layout using the
proposed foreground control strategy.

Table 1. The quantitative evaluation results with the proposed
benchmark.

FID (↓) CLIP-S (↑) Aesthetic (↑)

Stable Diffusion [30] 26.82 14.19 6.02

Canny Edge [45] 24.07 14.64 5.56
Inpaint Anything [42] 16.52 14.72 5.83
AnyScene (ours) 16.09 15.18 5.94

ity analysis with specific foreground objects and discuss
their differences in applications.

5.4. Comparison Experiments

5.4.1 Quantitative Comparisons

The quantitative comparative results are detailed in Table.1.
As a baseline, we include the performance of default Sta-
ble Diffusion, which generates images solely from text
prompts. The results in the table indicate that AnyScene
surpasses the alternative methods across both metrics. Re-
garding the aesthetic metric of the generated images, our re-
sults more closely align with the aesthetic evaluation result
of the default Stable Diffusion, demonstrating our method’s
effective utilization of the pre-trained model’s capabilities
to synthesize high-quality images based on the given fore-
ground.

5.4.2 Qualitative Comparisons

Fig. 5 showcases the generated images in our proposed
benchmark, which evaluates the model’s ability to cus-
tomize images for real scenes. Meanwhile, in Fig. 6, we
simulate user actions of compositing elements to obtain
foregrounds and incorporate the foreground control strategy
for generation.
Ours vs. alternative methods. As shown in the visual-
ization results. ControlNet based on Canny Edge can only
correctly generate scenes when the foreground elements
are clear and only a single element. Inpainting Anything
can produce images with roughly reasonable semantics but
faces issues like foreground distortion, especially when the
foreground elements are complex, leading to a significant
decline in visual harmony. In contrast, our proposed method
exhibits a more precise understanding of foreground seman-
tics, thereby achieving superior visual effects and synthesiz-
ing scenes that are both accurate and of higher image qual-
ity.
Ours vs. subject-driven methods. As depicted in Fig. 6,
we compare our method with subject-driven approaches
to highlight differences in application focus. BLIP-
Diffusion[19], relying only on a single reference image,
struggles to preserve the details of the foreground in the
generation results. Meanwhile, DreamBooth [32] and Cus-
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Figure 7. By applying the proposed losses, the visual quality of
the synthesized image can be enhanced in object texture fidelity
and overall scene harmony.

Figure 8. the visualization of applying the foreground layout con-
trol strategy to eliminate two types of errors.

tomDiffusion [17] achieve favorable visual quality by gen-
erating individual elements in customized scenes. How-
ever, they struggle to cohesively combine multiple visual
concepts, resulting in loss of the foreground elements and
significant detail distortion. Although our proposed frame-
work does not provide extensive variability in foreground
elements, its robust layout control and superior scene syn-
thesis quality still make it well-suited for a wide range of
practical applications.

5.5. Module Analysis

In this section, we discuss the core components of the pro-
posed AnyScene to validate their respective effectiveness.
Training Losses. In this study, the Foreground Injection
Module is trained to seamlessly integrate foreground infor-
mation into the pre-trained diffusion model. We incorporate
two additional losses to aid the network’s training alongside
the standard denoising loss. As depicted in Fig. 7, visual
comparisons highlight the distinct outcomes when employ-
ing different loss functions. The baseline solely using the
denoising loss shows slight edge and color distortions in
the generated images. Incorporating content loss improves
the network’s capability to accurately capture texture de-
tails and preserve the true colors of the foreground textures.
Besides, employing gradient loss contributes to generating
more realistic foreground edges while curbing shape dis-
tortions in foreground elements by constraining gradient
changes at their edges. Combining these two losses’ ad-
vantages, AnyScene can generate structurally accurate and

Figure 9. the visualization of the effectiveness of employing fore-
ground blending.

visually harmonious customized scene images.
Foreground Control Strategy. We conduct visualization
experiments to assess the efficacy of the foreground control
strategy, particularly its impact on the surrounding scenes
after modifying the attention map. Fig. 8 shows the scene
changes before and after strategy application with consis-
tent input noise. Results indicate that our strategy elimi-
nates severe foreground distortions and redundant elements
without degrading overall scene quality. Instead, it en-
hances contextual coherence in the eliminated areas, im-
proving the visual integrity of the generated images.
Effect of Foreground Blending. Fig. 9 demonstrates the
impact of applying foreground blending. In this case,
AnyScene receives a foreground image and the textual
prompt “with sunset” to generate a preliminary correspond-
ing scene. The foreground blending module is then uti-
lized to integrate the details from foreground elements. As
the figure indicates, directly using “Copy & Paste” results
in noticeable color discrepancies and edge disharmony. In
contrast, employing the image blending technique can con-
sider the generated scene’s color and lighting conditions and
achieve a visually harmonious final synthesized image.

6. Conclusion

This paper presents AnyScene, a tailored image synthe-
sis framework for customizing scenes to specific compos-
ited foregrounds. Firstly, we propose the foreground in-
jection module, which effectively guides the pre-trained
diffusion model to generate harmonious scenes with the
given foreground. Then, we develop the foreground lay-
out control strategy to ensure robust scene generation and
the foreground blending mechanism to preserve foreground
details. Our extensive experiments validate the effective-
ness of AnyScene with the proposed task, highlighting its
versatility and potential for a wide range of applications.
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Durand, and Song Han. Fastcomposer: Tuning-free multi-
subject image generation with localized attention. arXiv
preprint arXiv:2305.10431, 2023. 2, 4, 5

[40] Tao Xu, Pengchuan Zhang, Qiuyuan Huang, Han Zhang,
Zhe Gan, Xiaolei Huang, and Xiaodong He. Attngan: Fine-
grained text to image generation with attentional generative
adversarial networks. In Proceedings of the IEEE conference
on computer vision and pattern recognition, pages 1316–
1324, 2018. 2

[41] Jiahui Yu, Yuanzhong Xu, Jing Yu Koh, Thang Luong, Gun-
jan Baid, Zirui Wang, Vijay Vasudevan, Alexander Ku, Yin-
fei Yang, Burcu Karagol Ayan, et al. Scaling autoregres-
sive models for content-rich text-to-image generation. arXiv
preprint arXiv:2206.10789, 2(3):5, 2022. 2

[42] Tao Yu, Runseng Feng, Ruoyu Feng, Jinming Liu, Xin
Jin, Wenjun Zeng, and Zhibo Chen. Inpaint anything:
Segment anything meets image inpainting. arXiv preprint
arXiv:2304.06790, 2023. 1, 2, 6, 7

[43] Han Zhang, Tao Xu, Hongsheng Li, Shaoting Zhang, Xiao-
gang Wang, Xiaolei Huang, and Dimitris N Metaxas. Stack-
gan: Text to photo-realistic image synthesis with stacked
generative adversarial networks. In Proceedings of the IEEE
international conference on computer vision, pages 5907–
5915, 2017. 2

[44] Han Zhang, Tao Xu, Hongsheng Li, Shaoting Zhang, Xiao-
gang Wang, Xiaolei Huang, and Dimitris N Metaxas. Stack-
gan++: Realistic image synthesis with stacked generative ad-
versarial networks. IEEE transactions on pattern analysis
and machine intelligence, 41(8):1947–1962, 2018. 2

[45] Lvmin Zhang, Anyi Rao, and Maneesh Agrawala. Adding
conditional control to text-to-image diffusion models. In
Proceedings of the IEEE/CVF International Conference on
Computer Vision, pages 3836–3847, 2023. 1, 2, 3, 5, 6, 7

8733


