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Abstract

Understanding how attention varies across individuals has
significant scientific and societal impacts. However, exist-
ing visual scanpath models treat attention uniformly, ne-
glecting individual differences. To bridge this gap, this pa-
per focuses on individualized scanpath prediction (ISP), a
new attention modeling task that aims to accurately predict
how different individuals shift their attention in diverse vi-
sual tasks. It proposes an ISP method featuring three novel
technical components: (1) an observer encoder to charac-
terize and integrate an observer’s unique attention traits,
(2) an observer-centric feature integration approach that
holistically combines visual features, task guidance, and
observer-specific characteristics, and (3) an adaptive fix-
ation prioritization mechanism that refines scanpath pre-
dictions by dynamically prioritizing semantic feature maps
based on individual observers’ attention traits. These novel
components allow scanpath models to effectively address
the attention variations across different observers. Our
method is generally applicable to different datasets, model
architectures, and visual tasks, offering a comprehensive
tool for transforming general scanpath models into indi-
vidualized ones. Comprehensive evaluations using value-
based and ranking-based metrics verify the method’s effec-
tiveness and generalizability.

1. Introduction
Saccadic eye movements, such as fixations and saccades,
enable individuals to shift their attention quickly and redi-
rect their focus to different points in the visual field. Study-
ing various factors driving people’s eye movements is im-
portant for understanding human attention and develop-
ing human-like attention systems. Computational models
predicting eye movements have broad impacts across var-
ious domains, such as assessing image and video qual-
ity [8, 27, 47], developing intuitive human-computer inter-
action systems [33, 40, 55, 64, 67], creating immersive vir-
tual reality experiences [1, 57, 58], enhancing the safety and
efficiency of autonomous vehicles [28, 77, 78], and diag-
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Figure 1. Understanding and predicting the distinct eye move-
ments of each observer is the key objective of individualized scan-
path prediction. These examples reveal the variations in the scan-
paths of different observers, showing their distinct attention pref-
erences in (a) faces, (b) objects, and (c) background. Each dot
represents a fixation, with the number and radius indicating its or-
der and duration, respectively. The blue and red dots indicate the
beginning and the end of the scanpath, respectively.

nosing neurodevelopmental conditions [11, 22, 39].

While existing models of saccadic eye movements pre-
dominantly focus on modeling generic gaze patterns man-
ifested as observer-agnostic scanpaths (i.e., a spatiotem-
poral sequence of fixations), this work seeks to model
the individual variations in eye movements. As shown in
Figure 1, there exists significant inter-observer variations
in visual scanpaths. Such variations can be attributed to
a multitude of individual characteristics, such as gender,
age, and neurodevelopmental conditions [56, 61]. For in-
stance, females show more explorative gaze patterns than
males [53, 62, 63], older adults prefer faces [54] and ob-
jects with high color visibility [74], individuals with neu-
rodevelopmental disorders, such as autism spectrum disor-
der (ASD), may show a preference for repetitive patterns
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while avoiding social cues [45, 66, 71]. Therefore, devel-
oping tailored models that cater to the uniqueness of each
observer is an essential step toward more precise and adap-
tive attention modeling.

Existing research efforts have failed to address the diver-
gence between the personalized nature of human attention
and the collective nature of current scanpath models. This
is due to the lack of standardized methods for quantifying
and representing individual attention traits, as well as the
absence of comprehensive frameworks that can accommo-
date the diverse range of observer characteristics. In this
paper, we resolve this significant challenge with a novel
individualized scanpath prediction (ISP) method compris-
ing three novel components: (1) The observer encoder is
a key component for personalized scanpath modeling. It
efficiently captures an observer’s unique attention traits by
introducing an observer-specific identifier as an additional
input, forming the basis for individualized scanpath pre-
dictions. (2) The observer-centric feature integration mod-
ule adopts a comprehensive approach, fusing visual fea-
tures, task guidance, and observer-specific attention traits
spatially and channel-wise. This ensures consideration of
diverse bottom-up and top-down cues, simplifying subse-
quent processing and enhancing the efficient prediction of
individualized scanpaths. (3) The adaptive fixation prior-
itization module enhances scanpath precision by dynami-
cally assigning priorities to the output features, generating
a probability map for each fixation. This adaptability en-
sures refined predictions of individualized scanpaths.

Our method has three distinctions from previous visual
scanpath studies: (1) We go beyond prior work focusing
on general scanpath modeling and propose the first compre-
hensive investigation of individualized scanpath prediction.
(2) We emphasize the tight integration of observer features
into the scanpath prediction process, distinct from trivial in-
dividualization techniques such as fine-tuning with single-
observer data. (3) Our method is generally applicable to
various model architectures and visual tasks, broadening its
usability in real-world applications.

The main contributions of this work are as follows:

1. We study the underexplored task of individualized scan-
path prediction, focusing on modeling how an observer’s
unique attention traits affect their eye movements.

2. We propose an individualization method featuring three
novel technical components: The observer encoder is an
important addition to scanpath models, which enables
observer-centric feature integration and adaptive fixation
prioritization. These components enable the model to
adapt to individual observers, yielding accurate and in-
dividualized predictions.

3. We comprehensively evaluate scanpaths from individ-
ual observers’ perspectives, using both value-based and
ranking-based metrics. Experimental results on multiple

eye-tracking datasets, with different model architectures
and visual tasks, prove our method’s effectiveness and
generalizability for predicting individualized scanpaths.

2. Related Works
Our work is related to prior studies on eye-tracking datasets
and visual scanpath prediction methods.

2.1. Eye-Tracking Datasets

The foundation for attention modeling relies on diverse,
thoughtfully curated eye-tracking datasets spanning various
stimuli, tasks, and observers [12, 22, 71, 79, 83]. These
datasets, from those dedicated to free-viewing [22, 71, 79]
to those capturing goal-directed behaviors [12, 83], serve
as invaluable resources for training and evaluating attention
models. Specifically, several well-recognized eye-tracking
datasets have provided benchmarks to quantify the perfor-
mance of saliency models [6, 37, 41, 79] and scanpath mod-
els [22, 71, 79]. Subsequent studies have developed datasets
of goal-directed behaviors to characterize how observers
search for an object in an image [83] or answer image-
related questions [12]. These efforts facilitate the develop-
ment of static saliency models [4, 9, 13, 15, 25, 31, 35, 43]
as well as dynamic scanpath models [14, 19, 51, 59, 68,
69, 83–85]. Our work sets itself apart from individualized
saliency models [13, 46, 49, 52, 80, 81] by predicting dy-
namic scanpaths rather than static saliency maps. It utilizes
datasets from various visual tasks and observer groups to
expand scanpath modeling, with emphasis on the distinct
attention traits of each observer.

2.2. Visual Scanpath Prediction

Scanpath prediction has been an underexplored topic in the
field of attention modeling. Early studies generate scan-
paths by sampling fixations from saliency maps using the
inhibition-of-return mechanism [34, 46, 50, 72, 73, 75]. Re-
cent studies have developed computational models directly
predicting the sequence of fixations and saccades [14, 19,
51, 59, 69, 83–85]. Several scanpath models harness the
power of deep neural networks [14, 19, 40, 44, 51, 59,
69, 83–85], reinforcement learning techniques [14, 83, 84],
and transformer-based models [51, 59], ultimately improv-
ing the accuracy of scanpath prediction to the human level.
These developments have significantly deepened our un-
derstanding of the temporal dynamics of human attention.
However, existing models focus on predicting general scan-
paths rather than taking individual variations into account.
Differently, our method places particular emphasis on char-
acterizing individual attention traits and integrating them
into a general scanpath model, thus enabling tailored pre-
dictions that align with each observer’s gaze behavior. This
unique approach extends the horizon of attention modeling,
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Figure 2. Our proposed method incorporates an observer encoder for characterizing individualized attention traits, followed by observer-
centric feature integration for holistic processing, and adaptive fixation prioritization for refined predictions.

underlining the importance of individual differences within
the broader context of human attention.

3. Methodology

The core challenge in individualized scanpath modeling is
the need to predict unique gaze patterns for different ob-
servers. This arises due to the inherent variations in atten-
tion traits. Figure 2 presents an overview of our method.
It offers a threefold solution: (1) an observer encoder, (2)
an observer-centric feature integration module, and (3) an
adaptive fixation prioritization module. These components
are designed to be flexible as they can be applied on a gen-
eral scanpath model based on the encoder-decoders, (e.g.,
with a visual encoder and task encoder, and an LSTM [30]
or Transformer [20] decoder) to provide robust and precise
predictions tailored to each observer.

3.1. Observer Encoding

At the core of our proposed method is an Observer En-
coder, a key component designed to enable the novel task
of individualized scanpath prediction. It takes as input an
observer-specific identifier ũ (e.g., a one-hot vector) and ef-
ficiently computes an observer feature u. This feature rep-
resents the unique characteristics and preferences of each
observer. Our approach utilizes a linear embedding opera-
tion to derive the observer feature:

u = W uũ, (1)

where W u indicates learnable parameters. The linear em-
bedding operation provides a straightforward mapping that
retains important characteristics, offering a practical and
computationally efficient solution for capturing unique at-
tention traits.

This observer encoder can be seamlessly integrated into
an existing scanpath model. As shown in Figure 2, a typical
Visual Encoder is used to transform the input image into
multi-channel feature maps E characterizing the bottom-
up attention. To model the interaction between the visual
feature E and the observer feature u, an observer guidance
map can be computed through a linear combination:

mu = softmax
(
wT

eu tanh(W euE +Wmuu)
)
, (2)

where weu, W eu, Wmu are learnable parameters. This ob-
server guidance localizes salient image regions of specific
interest to the observer.

Some scanpath models use a Task Encoder to process
task-relevant information guiding the gaze behavior, such
as a search target or a general question to answer. Such
top-down guidance can be represented as a spatial attention
map m0 prioritizing task-relevant regions. These bottom-
up and top-down features are typically processed with a de-
coder (e.g., LSTM or Transformer) to predict a sequence
of probability maps {mt | t = 1, 2, . . . , T} and distribution
parameters {(µt, σ

2
t ) | t = 1, 2, . . . , T} for sampling fixa-

tion positions and durations, respectively, where T is the
number of fixations.

In Sections 3.2 and 3.3, we present specific modules that
leverage the observer feature u to individualize the scan-
path model. For clarity, our method description focuses on
its integration with an LSTM model [14]. Please refer to
Section 4.1 and Supplementary Material for details about
its adaptation to a Transformer network [51].

3.2. Observer-Centric Feature Integration

With the encoded observer features characterizing each ob-
server’s distinct attention traits, we design observer-centric
feature integration to address the critical need to fuse var-
ious inputs, including visual features, task relevance, and
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observer-specific characteristics, into a unified representa-
tion. The motivation behind this integration is to create
a comprehensive understanding of individualized attention
patterns. This integration process results in a sequence
of observer-centric feature maps {Rt | t = 1, 2, . . . , T}
representing spatiotemporal fixation patterns, thus enabling
the model to track individualized attention dynamics over
time [12, 14, 38].

Specifically, to guide the prediction at each step, we
leverage the predicted fixation distribution from the previ-
ous step (i.e., mt−1) as a soft attention map, applying it
to the visual features to derive the previously fixated vi-
sual features Xt = E ◦ mt−1, where the symbol ◦ de-
notes the Hadamard product. It is noteworthy that the task
guidance map m0 is used initially to guide the first fixa-
tion, mimicking the cognitive process that initially directs
eye movements based on the visual task. Similarly, the ob-
server guidance map mu is used as the attention weights to
obtain observer-centric visual features Xu = E ◦mu.

To seamlessly integrate the fixated visual features and
observer-centric visual features, we concatenate the two
types of feature maps

Xut = Xt ∥Xu, (3)

and perform spatial and channel-wise feature fusion, which
are achieved by average-pooling the feature maps along the
channel (AvgPoolc) and spatial dimensions (AvgPools), re-
spectively, followed by linear layer processing and the ad-
dition of encoded observer features:

us
t = ReLU(W hsAvgPoolc(Xut) + bhs) +W usu, (4)

uc
t = ReLU(W hcAvgPools(Xut) + bhc) +W ucu, (5)

where W hs, W hc, W us, W uc, bhs, and bhc are learnable
parameters. Ultimately, combining us

t and uc
t yields the

final observer-centric feature maps

Rt = us
t ⊗ uc

t , (6)

where ⊗ is the outer product. It represents the dynamic im-
portance of individual attention traits in the prediction of the
current fixation, providing a more profound understanding
of individualized visual behavior.

3.3. Adaptive Fixation Prioritization

While the observer-centric feature integration focuses on
the fusion of input features, the adaptive fixation prioriti-
zation module addresses the variations of gaze behavior at
the output end of the decoder. To achieve this, instead of
directly predicting fixation positions, our approach, aimed
at individualizing fixation predictions, takes a distinct path.
We start by extracting semantic feature maps, denoted as
At, from the decoder. These feature maps are subsequently

prioritized using attention weights specific to each observer,
providing a pragmatic means of refining fixation outputs
based on their unique attention traits.

To elaborate on the process, we begin by element-wise
multiplication of the semantic feature maps At with the in-
put visual features E, and then perform average-pooling
along the spatial dimensions, resulting in a feature vec-
tor that characterizes the observer’s attention distribution
across different semantic feature channels, defined as

V t = AvgPools(E ◦At). (7)

Considering that the visual preferences of various se-
mantic features may vary for different observers, we in-
troduce normalized attention weights β that prioritize the
different feature channels, taking into account the observer
feature:

βt = softmax(wT
b tanh(W bV t +W umu)), (8)

where W b, W um and wb are learnable parameters. Finally,
the attention weights βt are applied to the corresponding
semantic feature maps At to compute the output

mt = βT
t At. (9)

This mechanism reshapes the scanpath prediction pro-
cess into a weighted combination of multi-channel feature
maps, allowing for the adaptive integration of these maps
into the output fixation map. This approach allows the mod-
els to refine the fixation positions, providing a precise pre-
diction of an individual’s unique scanpath.

4. Experiments
This section reports comprehensive experimental results
and analyses, demonstrating the effectiveness and general-
izability of our method across various datasets, model archi-
tectures, and visual tasks. For further results, analyses, and
implementation details, please refer to the Supplementary
Material.

4.1. Experiment Settings

Tasks and Datasets. We conduct experiments on four eye-
tracking datasets featuring a variety of visual tasks, includ-
ing free-viewing, visual search, and visual question answer-
ing: OSIE [79] comprising 700 images with free-viewing
gaze data from 15 undergraduate and graduate students aged
18–30, OSIE-ASD [71] with free-viewing gaze data from
20 individuals with ASD and 19 controls, spanning ages 21
to 60, including 33 males and 6 females, COCO-Search18
[83] (target-present subset) featuring 6202 images with gaze
data from 6 males and 4 females aged 18 to 30, collected
under a visual search task, and AiR-D [12] offering im-
ages and questions from the GQA dataset [32] with gaze
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OSIE [79] OSIE-ASD [71] COCO-Search18 [83] AiR-D [12]

Method SM ↑ MM ↑ SED ↓ SM ↑ MM ↑ SED ↓ SM ↑ MM ↑ SED ↓ SM ↑ MM ↑ SED ↓

Human 0.386 0.808 7.486 0.370 0.783 7.720 0.458 0.809 1.777 0.405 0.801 7.966

SaltiNet [2] 0.151 0.739 8.790 0.137 0.735 8.688 0.127 0.712 3.821 0.116 0.747 10.661
PathGAN [3] 0.056 0.744 9.393 0.042 0.732 9.342 0.231 0.714 2.454 0.072 0.739 9.888
IOR-ROI [69] 0.294 0.791 7.966 0.301 0.788 7.655 0.197 0.787 7.087 0.239 0.791 8.584
ChenLSTM [14] 0.373 0.804 7.309 0.341 0.791 7.602 0.454 0.799 1.932 0.356 0.808 7.845
Gazeformer [51] 0.372 0.809 7.298 0.388 0.792 7.081 0.432 0.796 2.023 0.349 0.810 8.004

ChenLSTM-FT 0.378 0.808 7.344 0.394 0.796 7.067 0.454 0.804 1.936 0.341 0.806 8.282
Gazeformer-FT 0.373 0.810 7.319 0.387 0.795 7.083 0.432 0.796 2.026 0.350 0.812 8.068
ChenLSTM-ISP 0.377 0.810 7.284 0.401 0.798 6.599 0.480 0.811 1.862 0.371 0.813 7.651
Gazeformer-ISP 0.390 0.813 7.163 0.406 0.797 6.823 0.455 0.806 1.997 0.362 0.814 7.911

Table 1. Comparison of value-based evaluation results for models’ ability to predict the scanpaths of individual observers.

and question-answering data from 16 males and 4 females
aged 18 to 38. Dataset splits follow ChenLSTM [14] for the
OSIE, OSIE-ASD, and AiR-D datasets, and the Gazeformer
[51] for the COCO-Search18.

Evaluation Metrics. We conduct individualized scan-
path prediction evaluation using two complementary sets
of metrics: value-based metrics and ranking-based metrics.
The value-based metrics measure the similarity or dissimi-
larity between the prediction and ground-truth scanpaths of
the same observer. Different from existing studies [14] that
compare a generic prediction with all observers’ ground-
truth scanpaths, we evaluate each individualized prediction
against the corresponding observer’s ground truth. Specif-
ically, ScanMatch (SM) [16, 65] measures the similarity of
fixation position and duration using the Needleman-Wunsch
algorithm [5]; MultiMatch (MM) [21] measures scanpath
similarity regarding shape, direction, length, position, and
duration; String-Edit Distance (SED) [7, 23, 26] converts
scanpaths into strings by associating each image region with
a character. To evaluate how well the model predicts dis-
tinctly different scanpaths for different observers, we also
employ ranking-based metrics. For each predicted scan-
path, we rank the ground-truth scanpaths based on their
ScanMatch similarity. Recall at K (R@K) [10, 76] quan-
tifies whether the correct scanpath (i.e., that from the same
observer) is within the top-K most similar scanpaths. Mean
Reciprocal Rank (MRR) [17, 18, 82] measures the quality
of the ranking by calculating the reciprocal of the rank of
the correct scanpath. Thus, the combination of value-based
metrics focusing on the specific observer and ranking-based
metrics considering all observers offers a comprehensive
and robust performance evaluation.

Compared Models. We implement two individual-
ized scanpath prediction models representing typical au-
toregressive and non-autoregressive sequential processing
paradigms, respectively: ChenLSTM-ISP adapts the ChenL-
STM [14] model, incorporating the observer encoder and
the observer-centric feature integration for input processing.

The model’s LSTM decoder outputs are further modified
for the proposed adaptive fixation prioritization. Similarly,
we implement the Gazeformer-ISP model upon the Gaze-
former [51] architecture. It replaces the original visual-
semantic joint embedding with our observer-centric feature
integration and changes the Transformer decoder outputs
from fixation coordinates to feature maps. We compare
these ISP models with their general counterparts and other
general scanpath prediction models, including SaltiNet [2],
PathGAN [3], and IOR-ROI [69]. In addition, we fine-
tune the general models on individual observer data (i.e.,
ChenLSTM-FT, Gazeformer-FT) to provide a baseline for
assessing the impact of explicitly incorporating observer-
specific characteristics.

Implementation Details. We implement ChenL-
STM [14] and Gazeformer [51] following the original meth-
ods, such as using the same visual encoder (i.e., ResNet-
50 [29]) and task encoder (i.e., RoBERTa [48] or AiR-
M [12] or CenterNet [86] object detector). For both mod-
els, the number of output feature channels for At is empir-
ically set to 4. Specifically, for ChenLSTM [14] and Gaze-
former [51], we adopt supervised learning for 15 epochs
and self-critical sequence training (SCST) [14, 60] for the
remaining 10 epochs. In supervised learning, we train our
model using the Adam [42] optimizer with learning rate
10−4 and weight decay 5 × 10−5, while in the SCST,
we linearly decayed learning rates starting at 10−5. To
improve the learning of discriminative features across ob-
servers, each training batch includes different scanpaths for
the same image.

4.2. Quantitative Results

We present value- and ranking-based evaluation results to
assess the effectiveness of our ISP models in capturing the
unique attention traits of individual observers.

Table 1 presents the value-based evaluation results re-
vealing how model predictions resemble the ground truth
scanpath of each observer. While fine-tuning leads to minor
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OSIE [79] OSIE-ASD [71] COCO-Search18 [83] AiR-D [12]

Method MRR ↑ R@1 ↑ R@5 ↑ MRR ↑ R@1 ↑ R@5 ↑ MRR ↑ R@1 ↑ R@5 ↑ MRR ↑ R@1 ↑ R@5 ↑

SaltiNet [2] 0.213 5.619 32.286 0.107 2.454 12.454 0.293 10.114 49.804 0.295 10.210 49.930
PathGAN [3] 0.221 6.667 33.048 0.110 2.601 12.894 0.294 10.082 50.245 0.293 10.000 50.629
IOR-ROI [69] 0.218 6.762 31.524 0.109 2.784 12.454 0.292 9.673 50.507 0.291 9.814 48.567
ChenLSTM [14] 0.222 7.048 32.952 0.108 2.418 13.114 0.296 10.199 50.719 0.297 9.957 51.433
Gazeformer [51] 0.223 7.048 32.476 0.107 2.564 11.758 0.292 9.873 50.114 0.299 10.459 51.361

ChenLSTM-FT 0.225 6.667 34.381 0.113 2.711 12.637 0.298 10.641 49.820 0.294 10.118 50.262
Gazeformer-FT 0.217 6.000 32.857 0.108 2.528 13.223 0.293 10.183 50.000 0.300 9.599 51.863
ChenLSTM-ISP 0.291 12.667 44.095 0.147 4.835 19.194 0.369 16.639 61.769 0.338 13.610 57.235
Gazeformer-ISP 0.268 10.095 41.905 0.141 4.286 18.571 0.353 15.299 60.020 0.334 13.539 57.450

Table 2. Comparison of ranking-based evaluation results for models’ ability to distinguish different observers.

Modules ChenLSTM Gazeformer

OE FI FP SM ↑ MM ↑ SED ↓ MRR ↑ R@1 ↑ R@5 ↑ SM ↑ MM ↑ SED ↓ MRR ↑ R@1 ↑ R@5 ↑
0.341 0.791 7.602 0.108 2.418 13.114 0.388 0.792 7.081 0.107 2.564 11.758

✓ 0.377 0.791 7.112 0.110 2.601 13.000 0.397 0.796 7.079 0.122 3.017 15.092
✓ ✓ 0.389 0.795 7.064 0.122 3.150 15.238 0.398 0.796 6.982 0.134 3.810 17.509
✓ ✓ 0.389 0.795 7.063 0.112 2.784 13.150 0.397 0.797 7.073 0.120 3.077 15.165
✓ ✓ ✓ 0.401 0.798 6.599 0.147 4.835 19.194 0.406 0.797 6.823 0.141 4.286 18.571

Table 3. Ablation study for the proposed technical components: observer encoder (OE), observer-centric feature integration (FI), and
adaptive fixation prioritization (FP).

improvements in some cases (e.g., OSIE and OSIE-ASD),
it struggles on datasets with less distinct inter-observer dif-
ferences (e.g., COCO-Search18 and AiR-D). In contrast,
the ISP models consistently outperform the general meth-
ods and fine-tuning, indicating their ability to adapt to the
unique attention traits of observers. This is particularly ev-
ident in the improved performance (e.g., Gazeformer-ISP,
SM=0.406) on the OSIE-ASD dataset with a diverse range
of observer demographics. These results suggest that our
method, by directly targeting the modeling of observer-
specific attention patterns, offers more robust and effective
individualization.

Table 2 presents ranking-based evaluation comparing
models’ ability to distinguish ground-truth scanpaths. Gen-
eral models, which are observer-agnostic, cannot differen-
tiate the ground-truth scanpaths from similar ones (e.g.,
ChenLSTM, R@1=2.4% on OSIE-ASD, lower than ran-
dom). Even after fine-tuning with individual eye-tracking
data, their performance improvements are marginal (e.g.,
ChenLSTM-FT, R@1=2.7% on OSIE-ASD), because inde-
pendently tuning parameters cannot effectively learn fea-
tures that distinguish each observer from the others. Dif-
ferently, the individualized models achieve promising re-
sults across all metrics and datasets. From ChenLSTM to
ChenLSTM-ISP, R@1 is significantly improved to 4.8% on
the OSIE-ASD dataset, doubling the probability of find-
ing the correct scanpath. It suggests that the ISP models
can predict scanpaths that align closely with an observer’s
unique attention traits. Between network architectures,

ChenLSTM-ISP consistently outperforms Gazeformer-ISP
when ranking scanpaths. This performance gain may be
attributed to LSTM’s autoregressive nature which is more
effective than Transformer’s parallel approach in learning
fine-grained spatiotemporal differences.

4.3. Ablation Study

To evaluate the significance of the three technical compo-
nents: observer encoder (OE), observer-centric feature in-
tegration (FI), and adaptive fixation prioritization (FP), we
conduct an ablation study on the OSIE-ASD dataset [79] by
applying them incrementally to the ChenLSTM and Gaze-
former models. Table 3 shows that a fundamental module
OE results in a significant improvement in the value-based
evaluation and highlights its role of encoding attention traits
of observers. Furthermore, based on OE, both FI and FP
have notable impacts on the model performance. First, both
components achieve similar performance improvements in
SM, MM, and SED, demonstrating their ability to improve
the overall accuracy of scanpath predictions. Further, re-
garding the MRR, R@1, and R@5 metrics, FI results in
more significant improvements than FP, suggesting that the
seamless integration of various input features is more sub-
stantial than FP’s ability to prioritize where to look at the
output end. We also notice that combining both modules
leads to the most significant overall performance improve-
ments, indicating that FI and FP offer complementary en-
hancements. Ablation studies on the other datasets are re-
ported in the Supplementary Material.
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Figure 3. Qualitative examples of scanpaths predicted by
ChenLSTM-FT, ChenLSTM-ISP, and ground truth. Each row
compares the model predictions and the ground truth scanpath of
one observer. These observers show different gaze patterns, in-
cluding (a) focusing on the image center, (b) exploring different
people and objects, (c) exploring broadly in the scene, and (d) fo-
cusing on a particular region. The blue and red dots indicate the
beginning and the end of the scanpath, respectively.
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Figure 4. Saliency evaluation results of the baselines, fine-tuned
(FT) models, and ISP models. Error bars indicate the standard
error of the mean.

4.4. Qualitative Examples

To understand how the predicted scanpaths align with
observer-specific gaze patterns, we present a qualitative
comparison in Figure 3. Figure 3a and Figure 3b compare
the scanpaths between an observer with autistic traits and
a non-autistic observer. It can be seen that observer (a)
focused on the center of the image while avoiding direct
gaze at people, while observer (b) looked at people more
frequently. Figure 3c and Figure 3d compare the scanpaths

of two observers responding to the question ‘What is the de-
vice on top of the nightstand made of wood?’ with different
answers. Observer (c) successfully found the correct answer
‘phone’ by searching broadly within the image, but observer
(d) responded with an incorrect answer ‘television’ because
the fixations were mostly distributed around the television.
Notably, while the fine-tuning approach (column 1) falls
short in capturing observer-specific gaze patterns, the ISP
models’ predictions (column 2) better align with the scan-
paths of the human observers (column 3). This capability
of ISP models opens up new avenues for understanding and
interpreting individual differences in visual perception and
decision-making processes.

4.5. From Scanpaths to Saliency Maps

To further confirm the effectiveness of our ISP method, we
assess the spatial accuracy of the predicted fixations using
established saliency evaluation metrics [31, 37], including
Linear Correlation Coefficient (CC), Area Under the ROC
curve (AUC), Normalized Scanpath Saliency (NSS), shuf-
fled AUC (sAUC), Kullback-Leibler divergence (KLD), and
similarity metric (SIM). Saliency maps are generated by ag-
gregating predicted fixations from all observers and apply-
ing a Gaussian kernel smoothing to all fixation points. Fig-
ure 4 shows the substantial improvement of the ISP mod-
els over the baselines and fine-tuned models when applied
to the OSIE-ASD [71] dataset. This improvement shows
that our method not only accurately predicts individual ob-
servers’ fixations but also enhances the overall prediction of
fixation distributions for the population.

4.6. Semantic Analyses

Moving forward, we conduct statistical analyses on the
OSIE-ASD dataset to test ISP models’ ability to learn the at-
tention differences across observers and populations. While
the evaluations above focus on fixation positions and du-
rations, this analysis considers how the predicted fixations
align with the ground truth regarding their semantic-level
statistics. Specifically, we group fixations into three cate-
gories based on the region of interest (ROI) annotations pro-
vided by OSIE [79], which are social regions (directly relat-
ing to humans, including faces, emotion, touched, gazed),
nonsocial regions (e.g., implied motion, relating to nonvi-
sual senses, designed to attract attention, and other objects),
and background. Each observer has a unique fixation distri-
bution over the three categories (i.e., social, nonsocial, and
background), which enables the following individual-level
and population-level analyses.

Individual Level. To evaluate how the predicted scan-
paths resemble human fixation statistics, we rank observers
by their proportion of fixations in each category. The fix-
ations can be obtained from the model predictions or the
ground truth. Table 4 presents Spearman’s rank correlation
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Method Social Nonsocial Background

ChenLSTM [14] 0.181 -0.159 0.067
Gazeformer [51] -0.141 -0.253 -0.211

ChenLSTM-FT 0.137 0.040 -0.166
Gazeformer-FT 0.045 0.164 0.051
ChenLSTM-ISP 0.621 0.655 0.720
Gazeformer-ISP 0.692 0.572 0.699

Table 4. Spearmans’ correlation coefficients of fixation propor-
tions in 3 semantic ROIs (i.e., social, nonsocial, and background)
between the ground truth and predictions. Bold numbers indicate
significant positive correlations (p < 0.05).
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Figure 5. Statistical comparison between the predicted fixations
for the ASD and Control groups [71]. Error bars indicate the stan-
dard error of the mean. Asterisks indicate significant differences
(unpaired t-test, p < 0.05).
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Figure 6. Visualization of features extracted from ISP models
(numbers indicate observer identities) and results of ASD classifi-
cation using the features.

coefficient [70] to compare the observer rankings between
the predictions and the ground-truth fixations. While fine-
tuning is less effective, showing low correlations across all
categories, ISP models consistently achieve significant and
high positive correlations, suggesting their ability to resem-
ble each human observer’s unique fixation patterns.

Population Level. Beyond individual characterization,
ISP models also effectively capture and reproduce distinc-

tive attention traits observed at the population level. For
example, individuals with ASD exhibit lower proportions,
higher latency, and shorter duration of fixations to both so-
cial and nonsocial cues [45, 66, 71]. Figure 5 shows that fix-
ations predicted by the ISP models achieve similar statistics.
The statistical agreement between the model predictions
and the ground-truth scanpaths demonstrates our method’s
ability to generalize and represent population-level charac-
teristics, reinforcing its potential utility in a variety of ap-
plications.

4.7. Application

To showcase the potential applicability of ISP models in
the diagnosis of neurodevelopmental conditions, we visu-
alize ISP model features and use these features to clas-
sify people with ASD. First, the individualization ability of
our method is highlighted through t-distributed stochastic
neighbor embedding (t-SNE) visualization. By concatenat-
ing all observer-specific features from Equations (2), (4),
(5), and (8), into v = [Wmuu∥W usu∥W ucu∥W umu],
where ∥ represents the vector concatenation, Figure 6 shows
that the ISP model features can clearly distinguish people
with ASD from the controls. It is noteworthy that such fea-
tures are learned in an unsupervised manner without know-
ing each observer’s class label, suggesting the strong learn-
ing power of the ISP models. Further, based on a leave-
one-out cross-validation, we train a two-layer perceptron
to classify people with ASD using the extracted feature v.
ChenLSTM-ISP and Gazeformer-IPS achieve 82.1% and
71.8% classification accuracy, respectively, similar to clini-
cal gold standards [24, 36]. These results demonstrate ISP
models’ potential in real-world healthcare applications.

5. Conclusion
We have introduced a novel approach to predicting indi-
vidualized human visual scanpaths. Our approach features
three novel components: observer encoder, observer-centric
feature integration, and adaptive fixation prioritization.
Through extensive experiments across multiple datasets,
network architectures, and visual tasks, our method con-
sistently outperforms state-of-the-art scanpath prediction
methods and individualization based on observer-specific
fine-tuning. The results demonstrate the method’s ability to
generate human-like scanpaths and account for individual
observers’ gaze patterns. By providing a better understand-
ing of how individuals process visual information, our study
has significant implications for tailored, user-centric solu-
tions, such as improving the design of interfaces, products,
and services across a wide range of application domains.
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Houssel, Julia Kylmälä, and Antti Oulasvirta. UEyes: Un-
derstanding visual saliency across user interface types. In

ACM CHI Conference on Human Factors in Computing Sys-
tems (CHI), 2023. 1, 2

[41] Tilke Judd, Krista Ehinger, Frédo Durand, and Antonio Tor-
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