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Abstract

3D Scene Graph Generation (3DSGG) aims to classify
objects and their predicates within 3D point cloud scenes.
However, current 3DSGG methods struggle with two main
challenges. 1) The dependency on labor-intensive ground-
truth annotations. 2) Closed-set classes training hampers
the recognition of novel objects and predicates. Addressing
these issues, our idea is to extract cross-modality features
by CLIP from text and image data naturally related to 3D
point clouds. Cross-modality features are used to train a ro-
bust 3D scene graph (3DSG) feature extractor. Specifically,
we propose a novel Cross-Modality Contrastive Learning
3DSGG (CCL-3DSGG) method. Firstly, to align the text
with 3DSG, the text is parsed into word level that are con-
sistent with the 3DSG annotation. To enhance robustness
during the alignment, adjectives are exchanged for different
objects as negative samples. Then, to align the image with
3DSG, the camera view is treated as a positive sample and
other views as negatives. Lastly, the recognition of novel
object and predicate classes is achieved by calculating the
cosine similarity between prompts and 3DSG features. Our
rigorous experiments confirm the superior open-vocabulary
capability and applicability of CCL-3DSGG in real-world
contexts.

1. Introduction

3D scene graph generation (3DSGG) is a fundamental task
in scene understanding, which aims to detect objects and
represent their relationships using predicates in 3D scenes
[12, 31, 48]. Consequently, 3DSGG can be applied to
robot planning [1, 30, 67], autonomous driving [36, 46] and
human-computer interactive query-answer [5, 41, 55].

*Changbo Wang and Gaoqi He are the corresponding authors.

Existing 3DSGG models are mainly working in two di-
rections to improve the accuracy. 1) Visual contextual
based methods successively pass 3D scene graph (3DSG)
features through a given network, such as graph neural net-
works [47, 59] and transformers [33]. They collect spatial
and semantic clues of adjacent objects by message passing
mechanism for the purpose of enhancing the feature repre-
sentations of objects and predicates. 2) Prior knowledge
based methods extract class embeddings [6, 48, 61] and
probability co-occurrence [11, 12] to refine predicate fea-
tures, with the aim of enhancing recall for the infrequent
predicate classes.

Despite notable advancements in 3DSGG, existing state-
of-the-art (SOTA) methods still encounter two obstacles
that constrain their practicality in the open-vocabulary (OV)
settings. 1) The training of 3DSGG models necessitates ex-
tensive ground-truth object and predicate labeling. The an-
notation of 3DSG is costly and time-consuming to perform
manually [45, 49, 62]. 2) All currently available 3DSGG
methods are trained on a close-set of classes and strug-
gle to extend their capabilities to novel classes in realistic
scenarios [11, 47, 48, 59]. As illustrated in Figure 1(a),
previous 3DSGG methods trained on closed-set object and
predicate classes with fully supervised present a deficiency
in recognizing novel classes. Also as Figure 1(b) high-
lights, in real-world applications, employing prediction re-
sults of 3DSG in closed-set might make an incorrect human-
computer interactive query-answer or a terrible vehicle col-
lision [10, 21].

Recently, vision-language pre-trained (VLP) models like
CLIP [42] have shown its remarkable performance in 2D
OV vision understanding tasks [3, 38, 65]. Some works
have extended VLP models to comprehend 3D point clouds
by transferring the text and image features from VLP to 3D
point clouds [58, 60, 66]. However, directly applying them
to unsupervised OV 3DSGG is undesirable due to two rea-
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Figure 1. (a) Difference in training: Previous 3DSGG models trained on closed-set classes by fully supervised [12, 48, 61]. Our method
trains a 3DSG feature extractor on naturally collected image-text pairs without using any 3DSG labels. (b) Difference in inference:
Previous 3DSGG models fail to recognize novel class, limiting its practicality in real-world scenarios. Our model can recognize novel
object and predicate classes.

sons. 1) The sentence-level text only describes the entire
scene, which presents disparity with real word-level anno-
tations of 3DSGG. 2) The fused multi-view image data im-
pairs the understanding of spatial relationships. It motivates
us to decompose sentences into word-level components and
enhance the focus on camera views by using contrastive
learning.

In this paper, a novel Cross-Modality Contrastive Learn-
ing 3DSGG (CCL-3DSGG) method is proposed for OV
3DSGG. Our goal is to develop a robust 3DSG feature ex-
tractor without any object and predicate annotations. To
implement it, we require the fixed CLIP-based text and im-
age features. Firstly, to align the text with 3DSG, we parse
the captions of 3D scenes into words with different parts
of speech. The text-3DSG contrastive loss is designed to
align parsed words with 3DSG. To enhance robustness dur-
ing the alignment, adjectives in parsed words are exchanged
for different objects as negative samples. Then, the multi-
view image-3DSG contrastive loss is used to align images
with 3DSG. To enhance the ability of model to understand
spatial features, the current camera view is considered as
positives and those from other views as negatives. Finally,
novel class recognition is performed during testing by cal-
culating the cosine similarity between designed prompts for
each class and 3DSG features. The primary contributions
are summarized as:

• We propose the new and practical tasks of OV 3DSGG. A
versatile CCL-3DSGG framework is designed to recog-
nize novel classes by leveraging the CLIP. CCL-3DSGG
can train without ground-truth 3DSG, minimizing anno-
tation efforts and boosting real-world applicability.

• To align text and 3DSG, a grammar parsing module is
introduced to dissect text into words with different parts
of speech and enhance negative samples by adjective ex-
change. To align image and 3DSG, the camera view is
treated as a positive sample and other views as negatives,
aiding in the differentiation of 3D spatial predicates.

• Two contrastive losses are used to facilitate the training
of robust 3DSG feature extractor. Extensive experiments
are designed and conducted on multiple datasets. CCL-
3DSGG significantly outperforms VL-SAT by an average
of 9.8% and 104.4% for supervised and unsupervised. It
also sets new SOTA benchmarks for zero-shot and open-
vocabulary settings.

2. Related Works

2.1. 3D Scene Graph Generation

3D scene graphs [2, 15, 23, 44] depict objects and their
relations within a 3D context. Prior research has pre-
dominantly focused on two directions. 1) Visual con-
textual based methods: Wald et al. [47] and Zhang et
al. [59] introduced 3DSGG methods utilizing 3D point
clouds, employing message passing graphs. After that, var-
ious works [20, 27, 39, 51] have explored online instance-
incremental 3DSSG based on Wald et al. 2) Prior knowl-
edge based methods: The incorporation of prior knowl-
edge, like class embeddings [31, 40, 61] and statistical pri-
ors [6, 11, 12, 17], enhances the accuracy of 3DSGG. Wang
et al. [48] integrated visual-linguistic cues in 3DSG predic-
tions, leveraging CLIP for auxiliary training. Concurrent
works [4, 16, 25, 26] have harnessed 3DSG for robotics, yet
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they are constrained by large language models (LLM) and
lack the capacity for scene understanding. Our paper is the
first work that explores unsupervised 3DSGG techniques to
predict novel classes.

2.2. Predicting Novel Classes in SGG

Predicting novel classes in SGG involves identifying cate-
gories not present in the training set. Novel class prediction
within SGG originated from approaches such as few-shot
[9, 28], zero-shot, and weakly supervised SGG [57]. Tao et
al. [19] and Gao et al. [13] first explored OV tasks in 2D
SGG and video SGG, respectively. Subsequently, Zhang et
al. [62] and Yu et al. [56] explored a pre-trained visual
semantic space and entangled cross-modal prompt for ef-
fective 2D OV SGG. Contrary to the aforementioned super-
vised methods, this paper pioneers the unsupervised predic-
tion of novel classes in OV settings within 3D scene graphs.

2.3. Contrastive Learning by CLIP

CLIP [42] has introduced large-scale visual-language con-
trastive pre-training, which simultaneously pre-trains on ex-
tensive text and image datasets, achieving joint representa-
tion learning between images and text. To enhance perfor-
mance in downstream tasks, two strategies are employed.
1) Prompt learning based methods adjust to downstream
tasks using minimal learnable prompts, circumventing ex-
tensive model fine-tuning [22, 34, 63]. 2) Contrastive loss
optimization based methods refine representations by aug-
menting similarity for positive samples and diminishing it
for negative ones [7, 18, 35]. CLIP exhibits potent cross-
modality learning, excelling in various scene understanding
tasks like object detection [32, 49], semantic segmentation
[3] and crowd counting [29]. In 3D point cloud understand-
ing, Pointclip [60], Pointclip v2 [66] and CLIP2 [58] har-
ness CLIP for 3D object and text alignment. ULIP [53] pre-
trains a unified representation of image, text, and 3D point
cloud. Based on ULIP, ULIP-2 [54] leverages large mul-
timodal models to generate more detailed descriptive texts
for rendered 2D images. We deploy CLIP innovatively for
unsupervised 3DSGG by parsing text grammarly and dis-
criminating multi-view images.

3. Methods
Our framework is depicted in Figure 2. Our approach be-
gins with the extraction of cross-modality features from text
T , image I, and 3D point clouds P (Section 3.1). Notably,
we segment text into words, each associated with multi-
ple parts of speech using Grammar Parse [43, 50]. Sub-
sequently, our model augments negative samples by ex-
changing adjectives. In the final step, we employ cross-
modality contrastive losses to align text with 3DSG fea-
tures and images with 3DSG features independently (Sec-
tion 3.2). During the inference stage, we calculate similar-

ity scores between prompts and 3DSG features to facilitate
open-vocabulary 3DSGG tasks (Section 3.3).

3.1. Cross-modality Features Extraction

3.1.1 Text Features

Grammar Parse: In contrastive learning with textual data
T , CLIP models predominantly utilize sentence-level em-
beddings [48, 58, 60]. However, these embeddings might
introduce ambiguity due to the amalgamation of diverse
information from distinct words with different parts of
speech, such as objects, predicates, and adjectives. Con-
sider the caption sentence, “There is a wooden rectangular
door the same shape as the tiny brown rectangular cabinet.”
Words such as “door” (object type) or “rectangular” (shape)
may dominate, leading to the potential dilution of attributes
like “wooden” (material). The presence of adjectives such
as “tiny” can further complicate the representation.

To enhance the discriminative power of text features
and ensure precise cross-modality feature alignment, we
propose segmenting text based on grammatical analysis
[43, 50]. Each segmented word is then aligned with 3DSG
features, reducing potential ambiguities.

We semantically decompose text into five components
based on part-of-speech and dependencies: Subject (S) rep-
resents the primary subject; Object (O) identifies the main
object; Predicate (P) describes the relationship between
subjects and objects; Adjective (A) details the appearance
and form attributes. Adjective Subject (AS) and Adjec-
tive Object (AO) further differentiate adjectives related to
the subject or object. Lastly, Other (OT) covers uncate-
gorized words. The final parsed word set is denoted as
Tpw = {S,O, P,A,AS,AO,OT}.

Negative Text Feature Augmentation: After grammar
parsing, the quality of negative samples assumes a critical
role in the training process for 3DSG feature extractor. For
Pairi(AiSi, Pi, AiOi) and Pairj(AjSj , Pj , AjOj) in the
text, negative text features T −

pw are generated via

T −
pw = Swap (Pairi, Pairj) = {(AjXi, AiXj)} , (1)

where X ∈ {S,O}, Xi ̸= Xj . Adjective exchange main-
tains sentence structure while altering specific semantics,
enabling our model to capture structured representations of
detailed semantics effectively. After generating these nega-
tive samples, we use Tθ to denote the text feature extractor
from CLIP and extract the text feature FT ∈ Rw×512. Here,
w represents the total count of samples, including both pos-
itive and negative words.

3.1.2 Image Features

In point cloud data, each 3D scan is complemented by
RGB sequences with associated camera poses, enabling us
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Figure 2. Architecture of the CCL-3DSGG. The CCL-3DSGG architecture begins with inputting image-text pairs and unlabeled 3D point
clouds, aiming to train the 3DSG feature extractor Pθ . We employ part-of-speech analysis and enhance negative samples in the text.
Subsequently, the text is processed by text encoder Tθ of CLIP to obtain text feature FT . The T3D loss aligns text with 3DSG features.
Multi-view images are fed into image encoder Iθ of CLIP to extract image features FI , and the I3D loss aligns images with 3DSG features.
In the inference stage, well-aligned 3DSG features FP are facilitated to predict novel 3DSG classes in real-world scenarios.

to derive 2D image patches for each point cloud instance.
Drawing from the VL-SAT method described in [48], we
use a pretrained CLIP vision encoder Iθ to produce fea-
tures for multi-view images. Importantly, we preserve fea-
tures across various views for multi-view image-3DSG con-
trastive loss, represented as FI ∈ Rv×e×512, where v and e
denote the number of views and instances, respectively.

3.1.3 3DSG Features

Given the point set P of a scene s and the class-agnostic
instance segmentation M, the task of 3DSGG first parses
the input P into an unclassified scene graph Gs =

{Vs = (Vo ∪ Vp), Es}, where Vo =
{
vi
o

}N

i=1
,vi

o denotes
the feature of object node and Vp = {vi

p}Mi=1,v
i
p denotes

the feature of predicate node. Here N is the number of ob-
jects and M represents the number of predicates between
objects. There are two types of undirected edges in Es,
where each edge connects a predicate node to its corre-
sponding subject node or object node. To establish such
a graph, the pre-trained PointNet Pθ [48] is adopted as
our backbone to extract a set of objects feature vectors Vo.
Thereafter, the visual features Vp for predicates are gen-
erated by concatenating the object features with the cen-

ter coordinates of any two object point sets [52]. We sim-
ply the 3DSG feature notation to FP ∈ RE×512, where
E = N +M .

3.2. Cross-Modality Contrastive Losses

So far, cross-modality features are obtained, that is text fea-
tures ft ∈ FT , image features fI ∈ FI , and 3DSG features
fo, fp ∈ FP . fo are the object features and fp are the pred-
icate features. The purpose of cross-modality contrastive
losses is to align image and text to 3DSG, which consists of
Multi-view Image-3DSG Contrastive (I3D) Loss and Text-
3DSG Contrastive (T3D) Loss.

3.2.1 Multi-view Image-3DSG Contrastive Loss

It is noteworthy that CLIP has associated image features
with semantic label embeddings. More specifically, these
semantic label embeddings can be propagated to 3DSG fea-
tures by designed contrastive loss. Meanwhile, image fea-
tures can enhance the spatial discrimination of the learned
3DSG features when the camera view is treated as a posi-
tive sample, with other views considered negative. The I3D
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loss, denoted as LI3D, is formulated as follows:

LI3D =
e∑

i=1

− log

 exp
(
(fi

o)
T fij

I

)
/τ∑v

k=1 exp
((

(fi
o)

T fik
I

)
/τ

)
 , (2)

where τ = 0.1 is the temperature coefficient and f ij
I is the

camera view image feature corresponding to the 3DSG fea-
ture f i

o.

3.2.2 Text-3DSG Contrastive Loss

The goal of T3D loss is to align the word features of differ-
ent parts of speech with 3DSG features through contrastive
learning [14]. Firstly, for text and object alignment, we de-
compose Tpw into two subsets T +

o and T −
o , where

T +
o = {S,O} , T −

o = {P,A,AS,AO,OT} . (3)

For the object feature f i
o ∈ FP of the ith object, we first

assign the text feature f i
t ∈ T +

o with the highest similarity
by calculating the cosine similarity ϕ

(
f i
o, f

i
t

)
=

(fi
o)

T fi
t

∥fi
o∥·∥fi

t∥
.

Then, we align the object words in the text with 3DSG fea-
ture using the following formula:

LT3D o =

N∑
i=1

− log

 exp
(
w ∗ ϕ

(
fi
o, f

i
t

)
/τ

)
∑

f
j
t ∈Tpw∪T −

pw
exp

(
w ∗ ϕ

(
fi
o, f

j
t

)
/τ

)
 ,

(4)
where w is the weight of each term. w for T +

o is set to 1,
while for T −

o and T −
pw is set to 2. Similarly, for text and

predicate alignment, we decompose Tpw into two subsets
T +
p and T −

p by another way, where

T +
p = {P,A,AS,AO} , T −

p = {S,O,OT} . (5)

Then, we align the predicate words in the text with 3DSG
features using the following formula:

LT3D p =
M∑
i=1

− log

 exp
(
w ∗ ϕ

(
fi
p, f

i
t

)
/τ

)
∑

f
j
t ∈Tpw∪T −

pw
exp

(
w ∗ ϕ

(
fi
p, f

j
t

)
/τ

)
 ,

(6)
where f i

p ∈ T +
p . w for T +

p is set to 1, while for T −
p and

T −
pw is set to 2. The final T3D loss is the mean of the

two: LT3D = (LT3D o + LT3D p) /2. Finally, our com-
plete loss function is formed by the following combination
of loss functions:

LCCL−3DSGG = λ1LI3D + λ2LT3D, (7)

where the hyper-parameters λ1 and λ2 are both set to 0.5.

3.3. Open-Vocabulary/Zero-Shot Inference

In Sections 3.1 and 3.2, we have trained a 3DSG feature ex-
tractor Pθ. In the inference stage, Pθ is used to derive object
features F inf

o and predicate features F inf
p . Concurrently,

Iθ is employed to extract the image features F inf
I , which

are optional in the inference stage. If images are available
in the test dataset, we combine these with the 3DSG fea-
tures, resulting in F inf

oI and F inf
pI .

During inference, we input the prompt “a point cloud of a
{object class}” into Tθ to obtain features F inf

T for all object
classes. The final object label for each 3D instance is then
determined by the maximum cosine similarity:

argmax
{
ϕ
(
Finf

o ,Finf
T

)}
or argmax

{
ϕ
(
Finf

oI ,Finf
T

)}
. (8)

Similarly, the predicate classes are predicted to be the co-
sine distance closest to the prompt “a point cloud of a
{subject class} {predicate class} a {object class}”:

argmax
{
ϕ
(
Finf

p ,Finf
T

)}
or argmax

{
ϕ
(
Finf

pI ,Finf
T

)}
. (9)

4. Experiments
In this section, we evaluate the performance of CCL-
3DSGG on two datasets: 3DSSG [47] and ScanNet [8]. We
provide a detailed account of the task description and ex-
perimental settings, compare our model to SOTA methods,
and conduct ablation studies to emphasize the efficacy of
CCL-3DSGG.

4.1. Task Description

The training set of 3DSSG [47] contains 3582 scenes, while
the testing set comprises 548 scenes. The dataset includes
160 object classes and 27 predicate classes. We adopt two
standard tasks from [61] for evaluation: (1) Predicate Clas-
sification (PREDCLS) which, given ground-truth object la-
bels and bounding boxes, predicts the predicate labels of
object pairs; and (2) Scene Graph Classification (SGCLS)
which classifies the ground-truth bounding boxes and pre-
dicts predicate labels. To demonstrate the unsupervised and
OV capability of our approach, we performed visualization
experiments on the unlabeled indoor ScanNet dataset [8].

4.2. Implementation Details

To ensure a fair comparison, we employ the same pre-
trained PointNet with a GNN-based structure as our back-
bone of 3DSG feature extractor [48]. We set the dimen-
sion of cross-modality feature to 512. Training is con-
ducted using the Adam optimizer [24], with a batch size
of 8, over 100 epochs. The initial learning rate for the back-
bone is 0.001. We conduct all experiments on an Nvidia
RTX 2080Ti GPU and implement our methodology using
PyTorch [37]. The training of our full method takes ap-
proximately 48-50 hours. We follow the sub-scene split pre-
sented in [47]. Moreover, we reproduce the VL-SAT [48],
KISGP [61], and SGPN [47] for comparison in this study.
The captions utilized are sourced from the works of Yan et
al. [55] and ScanRefer [5].
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Table 1. Comparisons with state-of-the-arts on the 3DSSG dataset. Because the 3DSGG task inputs the instance segmentation, we only
compute the mean of the two tasks of SGCLS and PREDCLS. The best and second best results are marked according to formats.

Method
SGCLS PREDCLS

R@{20/50/100} mR@{20/50/100} R@{20/50/100} mR@{20/50/100} Mean{R/mR} Testing Time
(Second/Scene)

SGPN [47] (CVPR2020) 27.0/28.8/29.0 19.5/22.6/23.1 51.9/58.0/58.5 32.1/38.4/38.9 42.2/29.1 9
SGFN [51] (CVPR2021) 27.5/29.2/29.2 24.2/28.1/28.2 52.6/58.9/59.4 45.3/53.1/53.2 42.8/38.7 11
EdgeGCN [59] (CVPR2021) 28.0/29.8/29.8 24.5/29.1/29.2 54.7/60.9/61.5 54.3/62.1/62.2 44.1/43.6 15
KISGP [61] (NIPS2022) 28.5/30.0/30.1 24.4/28.6/28.8 59.3/65.0/65.3 56.6/63.5/63.8 46.4/44.3 12
Liu et al. [31] (TVCG2022) -/-/- -/-/- -/-/- -/53.2/61.5 -/- 14
Chen et al. [6] (CGF2022) 33.5/36.0/36.2 25.4/29.7/29.8 60.1/66.2/72.8 57.7/64.0/64.3 50.8/45.2 19
Feng et al. [12] (CVPR2023) -/31.5/31.6 -/30.3/30.5 -/68.3/69.5 -/66.5/66.9 -/- 11
VL-SAT [48] (CVPR2023) 32.0/33.5/33.7 31.0/32.6/32.7 67.8/79.9/80.8 57.8/64.2/64.3 54.4/47.1 24
Our method 37.6/40.3/45.7 35.0/37.3/40.6 73.6/80.5/82.9 59.1/66.7/69.1 60.1/51.3 30

Table 2. Following the VL-SAT, the 26 predicate classes in the 3DSSG dataset are categorized into head, body, and tail parts based on the
predicate distribution. The mean top-k accuracy (mA@k) metric is calculated for each part. Meanwhile, both unseen and seen triplets from
the validation set are used to evaluate the robustness of our trained 3DSG feature extractor.

Method
Predicate Triplet

Head Body Tail Unseen Seen
mA@3 mA@5 mA@3 mA@5 mA@3 mA@5 A@50 A@100 A@50 A@100

SGPN [47] 96.66 99.17 66.19 85.73 10.18 28.41 15.78 29.60 66.60 77.03
SGFN [51] 95.08 99.38 70.02 87.81 38.67 58.21 22.59 35.68 71.44 80.11
non-VL-SAT[48] 95.32 99.01 71.88 88.64 40.01 58.33 21.99 35.44 71.52 80.34
VL-SAT [48] 96.31 99.21 80.03 93.64 52.38 66.13 31.28 47.26 75.09 82.25
Our method 98.54 99.78 84.72 96.03 61.24 75.91 36.72 52.47 80.58 88.92

4.3. Comparisons with SOTA Methods on Close-Set

Quantitative Results with Supervised: Our method can
be extended to supervised by modifying Eqn. (7) to:

LCCL−3DSGG = λ1LI3D + λ2LT3D + λobjL3d
obj + λpredL3d

pred.

(10)
This modification entails the addition of object and predi-
cate classification losses. Notably, the terms λobjL3d

obj and
λpredL3d

pred are consistent with those in VL-SAT [48].
Table 1 presents a comparison of our approach with other

3DSGG methods based on Recall (R) and Mean Recall
(mR) metrics. Our method surpasses the competing mod-
els in both tasks, registering an average Recall of 60.1 and a
Mean Recall of 51.3. Despite introducing additional infor-
mation, our model achieves a significant performance boost
without a substantial increase in time (24 to 30).

Head-tail and Unseen Triple with Supervised: As ev-
idenced in Table 2, our approach achieves SOTA perfor-
mance when benchmarked against SGFN and VL-SAT for
the infrequent predicate classes and unseen triplets. These
results substantiate that our model furnishes more robust
3DSG feature representations, enhancing its generalization

Table 3. Unsupervised experimental results of mR on the 3DSSG
dataset. w/o CL means without classification losses.

Method
SGCLS PREDCLS

mR@{20/50/100} mR@{20/50/100}
SGPN [47] w/o CL -/-/- 0.7/2.5/11.8
KISGP [61] w/o CL 2.5/5.4/8.9 5.6/9.2/23.5
VL-SAT [48] w/o CL 8.2/10.1/13.3 9.5/13.9/27.4
Our method 13.4/19.6/23.7 29.4/33.2/49.1

capability for unseen triplets.
Quantitative Results with Unsupervised: Given that

existing methods are designed for supervised, we modified
them by removing object classification loss and predicate
classification loss. Specifically, for SGPN, only the object
loss was retained. Table 3 shows that SGPN is terrible for
unsupervised tasks, largely because it is totally designed for
supervised and lacks auxiliary loss functions. In contrast,
KISGP and VL-SAT show higher mR results with SGPN,
mainly due to the utilization of object and predicate labels
as auxiliary training resources. Our method achieves SOTA
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Figure 3. Qualitative examples of the improvement in supervised 3DSGG. On the right side of each scene, the result of the VL-SAT [48]
is at the top, and our result is at the bottom. The purple predicates are those correctly classified relationships (in ground truth), and the red
predicates are those incorrectly classified relationships. For better viewing, we only show failure cases.

Table 4. Open-vocabulary 3DSGG and Zero-shot 3DSGG of
R@{50/100} on the 3DSSG dataset.

Method
Open-vocabulary 3DSGG Zero-shot 3DSGG
SGCLS PREDCLS SGCLS PREDCLS

KISGP [61] 19.3/24.8 38.1/44.6 15.7/20.1 32.0/38.9
Chen et al. [6] 20.5/25.8 46.2/52.8 15.8/18.7 41.2/47.6
VL-SAT [48] 23.1/29.4 60.3/66.9 21.6/28.1 43.5/59.4
Our method 37.1/42.3 64.8/71.2 35.5/40.6 49.1/65.7

with an average mR SGCLS of 18.9 and PREDCLS of 37.2
by carefully designed unsupervised contrastive losses.

Qualitative Results with Supervised: Figure 3 depicts
four challenging scenes from diverse indoor rooms, includ-
ing bedrooms, living rooms, and toilets. Specifically, Fig-
ure 3(a) illustrates proficiency of our model in distinguish-
ing easily confounded objects and predicates, such as box
and leaning against. The application of the I3D loss across
multiple views enhances the capability of model to differ-
entiate spatial predicates like in front of and behind. No-
tably, our model addresses the language biases observed in
VL-SAT, converting expressions build in to more accurate
predicate attached to. In Figure 3(b) and Figure 3(c), our
model parses the textual components based on their parts
of speech, emphasizing attributes between objects, such as
same symmetry as, same as, bigger than, and smaller
than. Furthermore, our approach excels in identifying in-
frequent predicates such as cover and lying in.

Qualitative Results with Unsupervised: Figure 4
presents the visualization results on ScanNet in the absence
of ground truth. Our method is capable of predicting precise
spatial predicates like above and beside, whereas VL-SAT
typically predicts the more generic close by. Furthermore,
our approach can predict predicates not present in the train-
ing set, such as mounted to and hanging in, underscoring
the strength of our model in unsupervised learning and pre-
dicting novel classes.

4.4. Predicting Novel Classes

Building upon the methodologies in [19, 62], we train our
proposed CCL-3DSGG using 70% of the object and pred-

Table 5. Ablation studies on CCL-3DSGG with unsupervised.

Exp Module PREDCLS Object
mR@20 mR@50 mR@100 A@1 A@5

1 our full method 29.4 33.2 49.1 49.2 73.1
2 w/o Grammar Parse 6.8 10.7 26.6 28.0 52.5
3 w/o adjective exchange 25.8 29.9 45.6 46.5 70.0
4 w/o I3D loss 13.8 17.4 32.1 37.0 61.5
5 w/o T3D loss 5.3 10.1 18.6 20.5 41.0
6 w/o image information in testing 24.3 27.9 43.1 47.5 71.8
7 Learnable prompt [64] in testing 25.3 28.9 44.6 47.2 71.2
8 only add object label 31.4 35.7 53.5 60.4 88.6
9 only add predicate label 50.5 53.5 57.4 55.0 77.7
10 Pθ + prediction head in VL-SAT 28.6 31.1 48.3 47.6 71.1
11 Pθ + prediction head with fine-tune 40.7 48.1 53.7 52.6 74.8

icate classes from the 3DSSG dataset, designated as base
classes. We aim for CCL-3DSGG to effectively recognize
the remaining 30% of novel objects and predicates during
inference. For evaluation, we employ metrics across two
object category sets: a combination of 70% base and 30%
novel classes (Open-vocabulary 3DSGG), and solely the
30% novel classes (zero-shot 3DSGG).

Open-vocabulary 3DSGG: In Table 4, we replicated
three methods in the supervised setting, as their unsuper-
vised performance proved to be subpar, leading to further
deterioration in the OV task. Our approach demonstrates
SOTA even in unsupervised, achieving an average Recall
of 53.85 when compared to supervised methods on OV set-
tings. The results illustrated in Figure 5 show the perfor-
mance of individual predicates in terms of mA@1 scores.
Our evaluations reveal that, contrary to the challenges faced
in VL-SAT when predicting novel classes, our method ex-
cels not only in proficiently predicting these novel classes
but also consistently performs well with base classes.

Zero-shot 3DSGG: In Table 4, our approach signifi-
cantly enhances the classification outcomes, surpassing VL-
SAT by an average of 25.1% in the zero-shot setting. These
findings underscore the efficacy of our pretraining strategy,
leveraging naturally occurring free-form captions and im-
ages. This approach gleans substantial knowledge from
realistic open-world scenarios, culminating in transferable
3DSG representations that outperform supervised methods
on the more constrained 3DSSG dataset.
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Figure 4. Qualitative results are drawn from both VL-SAT [48] and our method utilizing the ScanNet dataset [8]. Note that ScanNet does
not provide annotations specific to 3DSG. As such, we rely on captions from [5] and undertake a manual evaluation process.

Base classes Novel classes

Figure 5. In the open-vocabulary scenario, our holistic model ex-
hibits enhanced performance in mA@1 relative to VL-SAT [48].
Classes highlighted in red signify novel classes.

4.5. Ablation Study

In this section, we show the ablation performance on the
3DSSG dataset in Table 5.

Effectiveness of Cross-Modality Features: EXP 1 de-
notes our full method. For EXP 2, we replaced the Gram-
mar Parse in Section 3.1.1 with sentence-level features to fa-
cilitate similarity computations and contrastive losses train-
ing. This modification resulted in a significant performance
decline, particularly in managing word-level 3DSGG tasks
(29.4 to 6.8 on mR@20). During EXP 3, we removed the
negative sample enhancement using adjective exchange, ob-
serving a decline in performance (29.4 to 25.8 on mR@20).
In EXP 5, after eliminating the T3D loss, the model ex-
hibited difficulties in unsupervised tasks, faring even worse
than in EXP 2. EXP 7 replaced our designated prompt with
a learnable one as proposed by [64]. However, this did not
enhance performance, potentially due to the single test data
domain. In EXP 4, when we eliminated the I3D loss, we
observed a performance dip. This suggests that images play
a supplementary role, with text features being the primary
determinant of unsupervised performance. In EXP 6, we
further confirmed the optional of image features by remov-
ing them during inference.

Influence of Object and Predicate Annotation: In both
EXP 8 and EXP 9, we incorporated the object loss L3d

obj

and predicate loss L3d
pred, respectively. The inclusion of the

object loss yielded a marked increase in object classification
accuracy (49.2 to 60.4 on A@1), while the predicate loss
led to a significant enhancement in predicate classification
accuracy (29.4 to 50.5 on mR@20).

Has Our Model Effectively Learned Robust 3DSG

Features? In EXP 10, we employed the prediction head
from VL-SAT to infer features without prompts during the
testing phase. The performance aligns closely with our un-
supervised approach with slightly reduced (29.4 vs 28.6 on
mR@20). In EXP 11, fine-tuning the prediction head in
VL-SAT with a limited dataset enhanced the performance,
making them comparable to those achieved with supervised
methods. All the results prove the robustness of the 3DSG
features learned by our model.

5. Conclusion

In this paper, we introduce a CCL-3DSGG method for
3DSGG without any object and predicate annotations. To
achieve efficient open-vocabulary 3DSGG, we decompose
captions into words with different parts of speech. Text is
aligned with 3DSG features utilizing the T3D loss, enriched
with adjective exchange based negative sample augmenta-
tion. Concurrently, images are aligned with 3DSG features
via the I3D loss, furnishing 2D contextual clues from di-
verse views. Our CCL-3DSGG framework exhibits robust
open-vocabulary and zero-shot capabilities across multiple
datasets.

Limitations: There are several limitations of our work
and still much to do to realize the full potential of the pro-
posed approach. First, the inference algorithm could proba-
bly take better advantage of pixel features when images are
present at test time using earlier fusion. Second, we evalu-
ated extensively on open-vocabulary 3D SGG, but provide
only qualitative results for other datasets since ground truth
are missing. In future work, it will be interesting to de-
sign experiments to quantify the success of open vocabulary
queries for 3DSGG where ground truth is not available.
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