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Figure 1. Inpainting results on the Places Dataset [50] (first two rows) and the CelebA-HQ Dataset [18] (third row). Our method is able to
diversely complete partial image with free-form, large holes with state-of-the-art visual quality.

Abstract

We present a method for large-mask pluralistic image in-
painting based on the generative framework of discrete la-
tent codes. Our method learns latent priors, discretized as
tokens, by only performing computations at the visible lo-
cations of the image. This is realized by a restrictive partial
encoder that predicts the token label for each visible block,
a bidirectional transformer that infers the missing labels by
only looking at these tokens, and a dedicated synthesis net-
work that couples the tokens with the partial image priors
to generate coherent and pluralistic complete image even
under extreme mask settings. Experiments on public bench-
marks validate our design choices as the proposed method
outperforms strong baselines in both visual quality and di-
versity metrics.

1. Introduction

Image inpainting is the task of filling the missing pixels of
a masked image with appropriate contents that are coher-
ent to its visible regions. As a long-studied topic in com-
puter vision, image inpainting has evolved from a restora-
tion technique solely relying on existing information from
the input image (e.g. [3]) to data-driven generative methods
(e.g. [23, 27, 36, 41, 44, 48]) that hallucinates detailed con-
tents from not only the observable pixels but also learned,
rich image priors.

Pluralistic inpainting refers to the ability of a model to
generate multiple plausible results that complete a partial
image. It offers a view of image inpainting as a gener-
ative method that models the smooth distributions of the
complete images given the partial image as prior informa-
tion [48]. However, modeling such distributions is challeng-
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ing in the typical encoder-decoder network structures. In or-
der to synthesize missing contents that both respect the par-
tial image and maintain sample diversity, the decoder in this
setting takes as input two types of information: 1) features
propagated from the visible regions and 2) random noise
vectors sampled from a prior distribution. If the training ob-
jective is to reconstruct a ground-truth image from a partial
image, the objective itself may discourage conditioning on
the random variable. Moreover, as the training dataset con-
tains numerous examples that only require low-level infor-
mation to complete an image (e.g. smoothly interpolating a
wall texture), the model may choose to ignore the latent pri-
ors when the available image cues are strong enough to pro-
vide an answer. The phenomenon has been found in image
translation networks [16], where adding noise to generate a
conditional image does little to create pluralistic results.

In this paper, we investigate a unique approach to plural-
istic image inpainting, following a branch of recently devel-
oped synthesis methods known as the generative transform-
ers [4, 10, 29]. These approaches synthesize images by pro-
cedurally predicting latent codes, termed as “tokens”, that
semantically encode information of an image, analogous to
sentence generation in natural language processing [8, 38].
As tokens drawn in each step are based on a learned poste-
rior distribution of the previous step, generative transform-
ers offer fine-grained control over diversifying the synthe-
sized contents. Our paper is the first to adapt the generative
transformer framework to target the image inpainting task.
To this end, we design a three-stage pipeline to 1) encode a
partial image into discrete latent codes, 2) predict the miss-
ing tokens with a bidirectional transformer, and 3) couple
the predicted tokens with the partial image priors and de-
code them into a complete image. The resulted method de-
sign fundamentally differentiates itself from typical inpaint-
ing approaches in the past: instead of modeling the com-
plex interaction between the missing and observed regions,
our method barely looks at the missing regions during the
encoding and token prediction stage: the designed mask-
aware encoder utilizes restrictive convolutions to only oper-
ate on the visible and near-visible regions, and the bidirec-
tional transformer only attends to the visible tokens to make
a prediction. This separation design leads to a paradigm that
divides feature reasoning and generative modeling into two
separate stages, which we found beneficial for large-mask
pluralistic image inpainting.

Through experiments, we have validated that our design
choices lead to a robust, high-quality, and pluralistic solu-
tion to challenging image inpainting settings. Our method
has achieved state-of-the-art performance both in terms of
visual quality and sample diversity in two public bench-
marks Places [50] and CelebA-HQ [18].

2. Related Works
The term “image inpainting” was originally introduced
in [3] as a propagation algorithm that fills in the miss-
ing regions following lines near the boundaries. Follow-
ing works are methodologically divided into two branches:
the diffusion-based methods [1, 11, 21, 32, 35] that aim at
interpolating information in the hole areas under local or
global optimization constraints, and the patch-based meth-
ods [2, 6, 7, 9, 20] that composite candidate patches from
selected regions into the hole areas. The early works are
characterized by analyzing the inner statistics of the sin-
gle image provided, many of which have shown satisfac-
tory results for filling small holes, restoring relatively sim-
ple salient structures, and reconstructing textures.

Image inpainting has been advanced greatly by recent
works that utilize artificial neural networks (ANN), as they
introduce deep image priors to the synthesis of missing
contents in a more robust and versatile way. Notably,
the perceptual loss [17, 51] and the adversarial loss [12]
have been found to drastically improve the visual quality
achieved by the ANN methods. Many works have proposed
designs that incorporate both local coherence and global
consistency through multi-scale discriminators [15], feature
rearrangement [34, 40], spectral convolution [36], atten-
tion layers [23, 25, 31, 43, 49] and GAN inversion [42].
Mask-aware operations have also been explored in various
forms, notably with partial convolution [24], gated convo-
lution [44] and continuously masked transformer [19]. An-
other relevant direction that shares similarity to our gener-
ative method is the progressive approach [13, 22, 45, 46],
where inpainting is done step-wise via various forms of
residual networks to gradually update both the mask and
the feature maps of interest.

While the majority of inpainting works (e.g. [15, 24, 25,
28, 34, 36, 39–41, 43, 44, 49]) produce deterministic results
given a fixed partial image input, various techniques have
been proposed for pluralistic inpainting. [48] first studies
the coupling of smooth latent priors with pixels generated
for a masked image, where the authors suggest the undesir-
able side effect of reconstructive inpainting on sample di-
versity and propose a dual-path pipeline to better condition
the generated results on both the observed regions and the
sampled priors. [26] modulates a latent vector in the image
space based on a coarse inpainting prediction. More recent
works [23, 27] have shown major improvements in the vi-
sual quality of pluralistic inpainting. MAT [23] achieves
state-of-the-art inpainting quality with a unifying design of
normalized transformer, shifting attention and style code
modulation. RePaint [27] leverages the denoising diffu-
sion probabilistic model to image inpainting. The diffu-
sion model can create realistic and diverse inpainting re-
sults through iteratively denoising resampled pixels in many
steps. The limitation of it is the very slow sampling speed,
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Figure 2. Overall pipeline of our method. Erst denotes our proposed restrictive encoder that predicts partial tokens from the source image
(see Section 3.1). The grey square space in the figure denotes missing tokens, which are iteratively predicted by a bidirectional transformer
(see Section 3.2). Eprt denotes an encoder with partial convolution layers, which processes the source image into complementary features
to the predicted tokens. The coupled features are decoded into a complete image by a generate G (see Section 3.3).

which may be hindering for some real-world applications.
Our method extends from a family of methods charac-

terized by learning priors from discrete latent codes that are
obtained from a vector-quantized autoencoder [37]. Past
research in this direction has only focused on image syn-
thesis, from directly predicting pixels as word tokens [5],
to predicting tokens encoding visual features of larger re-
ceptive fields [10, 37]. While the pioneering works infer
latent codes autoregressively, MaskGIT [4] finds it bene-
ficial to synthesize an image in a scattered manner with
a bidirectional transformer: in every iteration, a number
of new codes are predicted in parallel and inserted into
scattered locations of the code map until the entire grid
is filled. While [4] has partially adapted its bidirectional
framework to the image inpainting setting, our method de-
sign addresses several unanswered aspects of this adapta-
tion: how partial images can be robustly masked into latent
codes, and how the latent codes should be decoded into syn-
thesized pixels that respect the observable area.

3. Method

Our method is divided into three stages to complete an input
partial image. The neural network model takes as input a
partial image XM and a mask image M specifying the area
to complete. The first stage encodes the partial image into a
set of discrete tokens, referred to as latent codes, at a lower
resolution and specifies the masked tokens that need to be
predicted (Section 3.1); the second stage utilizes a bidirec-
tional transformer to predict the missing tokens iteratively
(Section 3.2); and the third stage couples the predicted to-
kens with features from the partial image and decodes them
into a completed image (Section 3.3). Figure 2 provides a
visualization of the overall pipeline of our method.

3.1. Encoding with Restrictive Convolutions

Our latent codes are represented by a discrete codebook
C of learned tokens C = {zk}Kk=1 ∈ Rnz , where k is
the number of tokens and nz is the number of channels

of each token feature. The tokens are given a set of labels
Y = {y}Kk=1 ∈ Z. We employ the setup of VQGAN [10]
to learn the codebook by training on full images, where the
token grid is 1/16 of the resolution of the image. Ideally,
encoding a partial image amounts to extracting valid tokens
for the observed parts and invalid tokens, which are given a
special [MASK] token, for the masked parts. However, the
convolutional nature of the VQGAN network leads individ-
ual tokens to encode not just local information, but also in-
formation of its proximity. Directly encoding partial images
with a VQGAN encoder thus leads to degradation of the
tokens, as the masked region inevitably affects how an en-
coder chooses to extract tokens. Another concern is the fact
that pixel-level masking (e.g. on a 256x256 image) does
not directly translate to token-level masking (on a 16x16 to-
ken grid): small regions of masked pixels may still contain
rich information in their neighborhood. However, directly
down-sampling the mask image may lead many observable
pixels to be masked out at a lower resolution, therefore dis-
carding a fair amount of useful information. A good ap-
proach is thus needed to determine when a token should be
considered masked in the encoding step.

Separating Masked Pixels The principle idea behind
our encoding method is to prevent the participation of large
areas of masked pixels in each convolutional network layer,
controlled by a hyperparameter ratio α. To simplify the
explanations, let’s consider an encoder network with only
non-strided convolutions and down-sampling layers. The
standard partial convolution [24] widely used in past im-
age inpainting works are characterized by scaling the matrix
multiplication in the convolution operation and an update
rule for the mask:

x′ =

{
WT (X

⊙
M) 1

sum(M) + b, if sum(M) > 0

0, otherwise.
(1)

M(x)′ =

{
1, if sum(M) > 0

0, otherwise,
(2)
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where X denotes a n × n neighborhood in the feature
map under a convolution kernel size of n, and M denotes
the n×n mask in that area.

⊙
denotes element-wise multi-

plication. Effectively, the standard partial convolution mit-
igates the impact of masked pixels on the features’ signal
strength with an adaptive scaling and propagates new fea-
tures into the masked pixels as long as there are visible pix-
els surrounding them. In contrast, we choose to separate
the image prior learning step and the synthesis step aggres-
sively in two different stages. In the encoding stage, we thus
propose the restrictive partial convolution that only con-
siders regions surrounded by a certain proportion of visible
pixels:

x′ =

{
WT (X

⊙
M) 1

sum(M) + b, if sum(M)
sum(1) >= α

0, otherwise,
(3)

and at each down-sampling layer, we update the mask
by:

M(x)′ =

{
1, if sum(M)

sum(1) >= α

0, otherwise,
(4)

where 1 denotes a n× n constant tensor of value 1. Dif-
ferent from the standard partial convolution, the algorithm
does not update the mask at each restrictive partial convolu-
tion layer. The changes made here prevent feature propaga-
tion to densely unmasked regions subject to the α value.

Besides separating the masked regions from the observed
features, this particular convolution design also addresses
the inevitable mismatch between the input pixel-level mask
and the updated mask seen in the much-lower-resolution
feature space. By using a small α value, the encoder is des-
ignated to fill in tokens for small regions of unseen pixels
while leaving the larger regions to be predicted in the next
stage (see Section 3.2). Figure 3 provides a visual illustra-
tion of this process: the smaller the α, the more likely that
the encoder would predict a token label for local areas that
are partially masked (marked by the red-colored grid loca-
tions in the figure). When α is set to be larger than 0.5, more
observable pixels are “blocked out” and left to be predicted
in the next stage. We have empirically found that setting
α = 0.5 produces the best inpainting results.

Encoder Design Let X denotes an input image, and
M denotes a mask of the same size, given a pre-trained
codebook C and VQGAN encoder EV Q of a dataset, our
encoder E(XM ) learns to predict the probability of token
labels in each visible region of a partial image XM =
X

⊙
M , supervised by the “ground-truth” token labels at

those locations from encoding the complete image with
EV Q(X). Our encoder is constructed by the restrictive par-
tial convolutions and self-attention layers. It processes a
partial image into probability estimations on the token la-
bels YM̂ = {yi}, given the down-sampled mask M̂ . The

Erst

Erst

Erst

region predicted by the transformer
region predicted by the encoder

Input Prediction
α=0.25

α=0.5

α=1.0

Figure 3. A visualization of mask down-sampling, shown on a
16x16 grid on the third column, from different α values following
Equation 4. Smaller α values (top two rows) lead the restrictive
encoder to predict tokens for more small mask areas (marked by
the red pixels). Larger α is undesirable (bottom two rows) as it
unnecessarily discards useful information from the image, leading
to more inconsistent inpainting results.

training objective is hence minimizing the negative log-
likelihood:

Lencoder = −Ey∈Y[
∑
∀i∈M̂

log p(yi|XM )], (5)

where y are the target tokens, and XM is the partial image.

3.2. Predicting the latent codes

The restrictive encoder has thus far encoded the input im-
age into two distinctive regions of tokens: the visible region
labeled by valid tokens D = {yi}M̂ , and the unseen re-
gion D̄ = {m}1−M̂ that contains a set of [MASK] tokens
m (visualized by grey blocks in Figure 3). A bidirectional
transformer based on the BERT model [8] is used to pre-
dict the token indices for each masked location in D̄ based
on the visible set of tokens D. The transformer retrieves
visual features of the visible labels from the codebook, aug-
ments them with positional encoding, and processes them
with attention layers to make independent label predictions
on each masked location.

Training the transformer Training the generative trans-
former is simply by the maximum likelihood estimation -
learning to predict the missing labels from the available
ones:

Ltransformer = −Ey∈Y[
∑
∀i∈D̄

log p(yi|C(D))], (6)
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where the only differences from Eq.5 are that the labels
are predicted for the set of unseen locations D̄ and the in-
put to the transformer is a flattened list of visual tokens re-
trieved from the codebook C(D). We train the transformer
with full images and only mask the down-sampled token
map during the training. Specifically, during training, full
images are encoded by the VQGAN encoder EV Q to ob-
tain a complete list of tokens. The list of tokens are then
randomly masked by a ratio between 15% and 75%.

Sampling with the transformer During inference, the
missing tokens are predicted iteratively through a parallel
decoding algorithm [4]. Given a sampling step k = 5, and
a cosine scheduling function f , the algorithm predicts la-
bels for all missing tokens D̄ at each step i, while only
choosing to keep n = f(i) predicted tokens with top predic-
tion scores given by the transformer. The cosine scheduling
function is chosen to ensure that

∑k
i=0 f(i) = |D̄|. As plu-

ralistic results are desired, we sample each token by draw-
ing from its predicted probability distribution p(yi|C(D)).

An important modification we add to the sampling algo-
rithm from [4] is the inclusion of an adaptive temperature
t which scales the logits prior to the softmax function with
pi =

exp(tzi)∑
n exp(tzi)

. The temperature controls the confidence
level of the sampler: the lower the temperature, the more
likely that labels with higher confidence scores would be
sampled. Empirically, we found it beneficial to start with
a high temperature and gradually anneal the temperature in
each step. This encourages the sampler to introduce more
diverse tokens early on and draw with more certainty when
more evidence is present. In our model, we use a starting
temperature of 1, and set the annealing factor s = 0.9,
which scales the temperature value in each sampling step.
The chosen starting temperature has substantial impacts on
the visual quality and diversity of the inpainting results (see
the ablation study section in Section 4).

3.3. Decoding the latent codes

Due to the discrete, quantized nature of the codebook repre-
sentation, the visual tokens learned to encode an image usu-
ally do not fully recover the original image. Stochastically
sampled tokens may further alter the global appearance of
the fill-in area if they are decoded into an image directly (see
Figure. 4.A). Therefore, compositing the generated pixels
with the partial image oftentimes results in noticeable dis-
continuities at the mask boundaries (see Figure 4.B).

In order to synthesize pixels that coherently complete the
partial images, we find it necessary to couple the quantized
latent codes with smooth image priors encoded from the in-
put partial image. Since the smooth features are responsible
for locally bridging the synthesized contents and the exist-
ing contents, the encoder, denoted as Eprt, utilizes layers of
the standard partial convolution (Eq.1) to extract local fea-
tures propagated to the masked regions. The features in the
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Figure 4. A visual comparison between the decoder designs. A.
Directly decoding the predicted latent codes Z with the restric-
tive encoder E and transformer T , and B. its composition with
the source image XM . C. Our proposed decoding design, where
partial image priors Eprt(XM ) are composed with Z through a
composition function f described in Equation.7-8.

masked region are combined with the latent codes via an
averaging operation:

h1 = (1− M̂)(Z + Eprt(XM ))/2, (7)

where Z is a feature map of the tokens predicted by the
transformer. The recomposed features in the empty space
are then combined with features extracted from the visible
area and decoded by a convolutional generator G:

X ′ = G(h1 + M̂Eprt(XM )). (8)

The design is visualized in Figure 4.C. During train-
ing, the network learns to recover the ground truth image
X given the partial image XM and a set of chosen latent
codes. As we train the network with a reconstruction ob-
jective, we use the set of latent codes obtained from en-
coding the ground truth image X , where Z = EV Q(X).
The encoder Eprt and the generator G are optimized by
a combination of the adversarial loss [12] Ladv with R1
regularization [30] and the perceptual reconstruction loss
(LPIPS) [47] LP with:

Ldecode = Ladv + 0.1R1 + 0.1LP . (9)

4. Experiments
Dataset Our experiments are conducted on the Places365-
Standard [50] and the CelebA-HQ [18], two benchmarks
widely evaluated by past image inpainting methods. The
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Figure 5. Visual examples on inpainting with both the random masks (upper half) and the challenging large box mask (lower half),
compared to the selected baseline methods.

Places365-Standard dataset contains 1.8 million images for
training and 36.5 thousand images for evaluation across
over 205 scene categories. The CelebA-HQ dataset is split
into 24,183 training images and 2,993 test images. For both
datasets, we use an image resolution of 256× 256. We fur-
ther set three different mask settings for our experiments:

1) small random hole, 2) large random hole, and 3) large
box hole. The first two settings are directly adopted from
MAT [23] (free-form holes with strokes and boxes). The
third, challenging setting uses a very large box mask cen-
tered in the image with its width and length equal to 80%
of the image size. As such setting leaves a majority of the
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Methods
Places (256× 256) CelebA-HQ (256× 256)
FID↓ Diversity↑ FID↓ Diversity↑

Small Mask Large Mask Box Box Small Mask Large Mask Box Box
Ours 1.02 2.82 13.30 0.29±0.06 2.70 5.04 12.79 0.28±0.05
MAT[23] 1.19 3.32 17.5 0.26 ± 0.04 2.94 5.16 15.18 0.10 ± 0.02
LaMa[36] 1.22 3.78 19.48 - 3.98 8.75 23.24 -
MaskGIT[4] 19.84 36.38 52.71 0.39±0.05 19.68 40.76 30.87 0.25±0.04
Pluralistic[48] 4.83 16.26 86.57 - 9.7 28.89 43.08 0.18±0.02

Table 1. Comparisons of FID and diversity scores to the baseline methods. Bold text denotes the best, and blue text denotes the second.
Since LaMa [36] does not generate pluralistic results, and Pluralistic [48] produces degenerate results in the Places Box setting, we omit
their diversity scores in the table.

pixels empty, we find it suitable for the evaluation of plural-
istic inpainting, as well as on whether the inpainting method
extends to the extreme cases.

Evaluation metric Our main objectives are to evaluate
both the visual quality and the sample diversity of the in-
painted image. To this end, we opt for the perceptual metric
FID [14] and the LPIPS-based diversity score [51]. Specifi-
cally, to compute the diversity score for each dataset, we use
a smaller subset of both Places-Standard and CelebA-HQ
with 1000 images. For each image, 100 inpainting sam-
ples are drawn under the large box setting, and the diversity
score for each sample is computed as the average of the
pair-wise LPIPS distances between the drawn samples. The
final score shows the average of the individual scores and
their standard deviation. In addition, we provide visual ex-
amples for a qualitative evaluation (see Figure 5,6 and more
in the Supplements).

4.1. Comparisons to The State of Arts

Our results are compared to four recent baseline image in-
painting methods. The baseline methods are evaluated di-
rectly with the provided pre-trained models and their public
source codes: 1) MAT [23] is the current state-of-the-art
method in image inpainting that is able to produce high-
quality and pluralistic inpainting results in challenging set-
tings. 2) LaMa [36] is another state-of-the-art method that
is characterized by the use of Fourier convolution. However,
it does not generate pluralistic results; 3) MaskGIT [4] is a
latent-code-based image synthesis method that has strongly
motivated our work and has been shown to be adaptable
to image inpainting; and 4) Pluralistic [48] is a seminal
work in exploring pluralistic image inpainting by coupling
smooth latent priors with the partial image features.

Table 1 lists the quantitative evaluation results: ours out-
performs the baseline methods in all settings in terms of
FID and diversity score, except for the diversity score on
Places, where we rank the second best. While MaskGIT
produces more diverse results on the Places dataset, it does
so at the cost of visual quality, as the method is not de-
signed to coherently compose the synthesized contents with

Type Model FID↓
Full Model 12.81

Temperature
t = 0.1 14.62
t = 0.5 13.61
t = 2 13.96

Restrictive Conv
α = 0.25 12.9
α = 0.75 14.12
α = 1.0 15.04

Network Design
Vanilla Encoder 15.32
Vanilla Decoder 18.50

Table 2. Quantitative ablation study. “Temperature” adjustments
change the temperature value in the sampling procedure. “Restric-
tive Conv” adjustments change the mask update rule in the restric-
tive encoder. “Network Design” adjustments replace our designed
network structures with the vanilla ones: for the “Vanilla Encoder”
setting, an encoder network with the regular convolution layers are
used; for the “Vanilla Decoder” setting, the predicted latent codes
are directly decoded into an image. In the “Full Model”, we set
t = 1.0 and α = 0.5.

the existing contents. Figure 5 shows visual examples of
the inpainting results under the three different mask set-
tings. While our results can be seen slightly better in in-
painting consistency compared to the baselines, the method
truly shines in the pluralistic comparisons (lower half of the
figure): while our model synthesizes pluralistic inpainting
results that are high-quality and varied in both local de-
tails and global structures, the baseline methods either only
produce locally diversifies results (MAT [23], see 4th,7th
rows in Figure 5) or fail to generate visually coherent results
in the challenging box setting (Pluralistic [48], see 5th,8th
rows in Figure 5).

4.2. Ablation Study

We validate several design choices of our model with an
ablation study on a smaller evaluation subset of the Places
dataset with 3000 images. Table 2 shows the quantitative re-
sults of the ablation study based on the the FID score metric.

Effectiveness of the Restrictive Design One main ques-
tion we ask when designing the restrictive encoder is how
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Figure 6. Comparisons of inpainting results with regard to differ-
ent sampling temperature t and annealing factors s.

much our model needs to separate small mask regions. In
the extreme case, a one-pixel mask can be turned into a
masked token in the down-sampled token grid, thus discard-
ing 93.74% of information around that pixel. Obviously,
this behavior is not desirable and we have experimentally
found that larger α values lead to decreased performance
(see Table 2 and Figure 3). Our final choice of α = 0.5
leads our encoder to complete the inpainting by itself for
local regions that are less than 50% masked. On average,
the restrictive encoder achieves a label classification accu-
racy of 23% for labels in small mask regions and near mask
boundaries in the large mask setting (tested on the Places
dataset), whereas an encoder with the regular convolution
only achieves an accuracy of 9%. Furthermore, due to the
inductive bias learned in the training process, a “wrongly”
classified label does not necessarily translate to poor in-
painting results. The result could be a completed image that
is different from the original one, while still visually plau-
sible. We provide some further visual comparisons with re-
gard to this observation in the supplementary material.

Effectiveness of the Sampling Function As described
in Section 3.2, we have found the adaptive temperature a
key factor in controlling the visual quality and diversity out-
come of the inpainting. Figure 6 provides a visual compari-
son between different configurations of the temperature and
annealing factor. We have observed that a larger starting
temperature creates more diverse output, though at the risk
of breaking the coherence of the inpainting. Overly small
temperature, on the other hand, led our model to mainly in-
terpolate patterns in the masked area, resulting in large ar-
eas of homogeneous textures in the inpainting results. More
visual comparisons are included in the supplementary ma-
terial.

4.3. Limitations of our model

Our model shares limitations with previous inpainting
methods in its limited ability to complete semantically
salient objects such as shops and furniture, as well as people
and animals, when trained on the Places dataset (see Fig-

Input

Prediction

Figure 7. Failure cases in our results.

ure 7). The inference speed of our method is also relatively
slower than the end-to-end, single-pass inpainting methods,
as the majority of the computation time is spent on the it-
erative sampling steps (see supplementary material for an
inference time comparison). We also have left some areas
unexplored. For instance: whether the aforementioned syn-
thesis problem can be mitigated by training with semantic
labels, or how the model extends to higher resolution in-
put. We believe that these extensions are well within reach
as past latent code synthesis methods (e.g. [4, 10]) have
demonstrated such capabilities.

5. Conclusion
In this paper, we present a pluralistic image inpainting
method that first analyzes only the visible and near-visible
regions through latent code prediction, and synthesizes the
missing contents through a versatile bidirectional trans-
former and a reconstruction network that composes the code
prediction with partial image priors. We have validated our
design choices through comparative experiments on public
benchmarks and an ablation study, as our method achieves
state-of-the-art performance in both visual quality and sam-
ple diversity.
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