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Figure 1. Comparison between our VPTTA and existing solutions under the CTTA setup. Our VPTTA avoids both error accumulation
(EA) and catastrophic forgetting (CF) by freezing model parameters and achieves adaptation by training a prompt for each test image. The
commonly used self-supervised loss and the optimized one are denoted by Lself and L

′
self , respectively.

Abstract

Distribution shift widely exists in medical images ac-
quired from different medical centres and poses a significant
obstacle to deploying the pre-trained semantic segmenta-
tion model in real-world applications. Test-time adaptation
has proven its effectiveness in tackling the cross-domain
distribution shift during inference. However, most exist-
ing methods achieve adaptation by updating the pre-trained
models, rendering them susceptible to error accumulation
and catastrophic forgetting when encountering a series of
distribution shifts (i.e., under the continual test-time adap-
tation setup). To overcome these challenges caused by up-
dating the models, in this paper, we freeze the pre-trained
model and propose the Visual Prompt-based Test-Time
Adaptation (VPTTA) method to train a specific prompt for
each test image to align the statistics in the batch normal-
ization layers. Specifically, we present the low-frequency
prompt, which is lightweight with only a few parameters

and can be effectively trained in a single iteration. To en-
hance prompt initialization, we equip VPTTA with a mem-
ory bank to benefit the current prompt from previous ones.
Additionally, we design a warm-up mechanism, which mixes
source and target statistics to construct warm-up statistics,
thereby facilitating the training process. Extensive experi-
ments demonstrate the superiority of our VPTTA over other
state-of-the-art methods on two medical image segmenta-
tion benchmark tasks. The code and weights of pre-trained
source models are available at https://github.com/Chen-
Ziyang/VPTTA.
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1. Introduction
Semantic segmentation serves a pivotal role in medical im-
age processing to outline specific anatomical structures.
However, the segmentation model pre-trained on the source
dataset may be hindered from deploying in real-world ap-
plications due to the commonly existing distribution shift,
which is typically caused by the variations in imaging proto-
cols, operators, and scanners [16, 34]. Test-time adaptation
(TTA) has emerged as a promising paradigm to replace do-
main adaptation (DA) [5, 43, 46, 53], as TTA requires only
test data during the inference phase, while DA necessitates a
sufficiently large and representative target dataset [45]. The
mainstream TTA methods [29–31, 37, 40, 41, 47, 48] lever-
age the self-supervised tasks to construct auxiliary losses,
such as entropy minimization [41] and self-training [37],
to update the parameters of pre-trained models. Although
these TTA methods successfully alleviate the domain gap
and performance degradation, they are based on the as-
sumption that the target domains exhibit static distributions.
Unfortunately, the target domains are continuously chang-
ing rather than static in most real-world scenarios.

This was first presented as the continual test-time adap-
tation (CTTA) setup [42] that addresses TTA on a series
of distribution shifts. Under this setup, pre-trained models
are required to adapt to several distinct domains and there-
fore are more prone to suffer error accumulation and catas-
trophic forgetting. As mentioned above, many TTA meth-
ods rely on self-supervised tasks and may be affected by the
noisy losses due to unreliable supervision, leading to error
accumulation [2, 23]. Catastrophic forgetting typically oc-
curs when the model is continually trained on new domains,
resulting in unexpected performance degradation [21, 30].
Some research has been studied in addressing these two
challenges based on optimizing the loss functions for better
supervision [6, 31, 42, 42, 45] (see Figure 1 (a)) or prevent
the model parameters from excessive alterations by model
resetting or introducing regularizers [30, 31, 39, 42] (see
Figure 1 (b)). Despite their efforts, loss optimization cannot
ensure a robust training process to avoid catastrophic for-
getting during the long-term inference, insufficient or ex-
cessive updating of the model parameters may lead to in-
adequate adaptation or error accumulation. Since the pre-
trained model is updated by the self-supervised loss where
the noise cannot be completely removed, these methods
may still suffer from these two issues.

Considering the above limitations in CTTA, updating the
pre-trained model during inference seems to be inappropri-
ate. To this end, we propose the Visual Prompt-based Test-
Time Adaptation (VPTTA) method to avoid error accumu-
lation and catastrophic forgetting associated with updating
model by freezing the model parameters and conduct adap-
tation by learning a specific visual prompt for each test im-
age (see Figure 1 (c)). The prompt can adapt each test im-

age to the frozen pre-trained model to take into account both
adaptation ability and knowledge retaining. We attempt to
achieve this by answering the following three questions.
• How to design the prompt? Each prompt is restricted

to a limited number of training iterations (sometimes
just one) to satisfy the demands of online inference, re-
quiring the prompt to be lightweight. Based on this
principle, we introduce the prompt for only the low-
frequency components of each sample, resulting in the
low-frequency prompt. Since the low-frequency compo-
nents are strongly associated with style textures and can
serve as the primary source of distribution shift [46], our
low-frequency prompt allows for maintaining lightweight
and being able to reduce distribution shifts by modifying
the low-frequency components.

• How to initialize the prompt? It is well known that model
training can benefit from proper parameter initialization,
resulting in not only fewer training iterations but also im-
proved performance [3, 52]. We argue that this is also
applicable to prompt training and therefore construct a
memory bank to store the prompts and low-frequency
components of previous test images. By comparing the
similarity between the low-frequency components of the
current and previous images, we select several historical
prompts of the most similar images to initialize the cur-
rent prompt.

• How to train the prompt? Since the statistics mismatch
between the source and target domains in the batch nor-
malization (BN) layers is a significant cause of distri-
bution shift [33, 35, 44], we optimize the prompt with
the objective of minimizing the distances between BN
statistics and the statistics extracted from the features
of test data for statistics alignment [19]. To further ad-
dress the training difficulty posed by the large distribution
shift at the beginning of the inference phase, we devise
a statistics-fusion-based warm-up mechanism to assist in
learning the prompt from easy to hard.
To summarise, our contributions are three-fold: (1) We

present the low-frequency prompt to adjust the test image to
adapt the model instead of updating the model and therefore
prevent the model from error accumulation and catastrophic
forgetting. (2) We propose the novel VPTTA framework to
alleviate the distribution shift by training a sample-specific
visual prompt, which is lightweight, well-initialized, and
follows a gradual learning process. (3) The powerful frame-
work we provide can be effectively deployed, requiring only
a single iteration and a few dozen parameters for adaptation.

2. Related Work
2.1. Test-time Adaptation (TTA)

TTA aims to adapt the model pre-trained on the source
domain to the test data during inference in a source-free
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and online manner [40, 41]. The mainstream TTA meth-
ods are based on model updating, which constructs self-
supervised auxiliary tasks to guide the model to learn on
the test data [4, 13, 26, 29, 37, 40, 41, 48, 49]. Sun et
al. [40] utilized an auxiliary task to predict the rotation to
assist the model learning on the test data. Wang et al. [41]
presented a test-time entropy minimization scheme to re-
duce generalization error by reducing the entropy of model
predictions on test data. Zhang et al. [49] introduced a sup-
plementary network to fit the test data, which can work in a
plug-and-play fashion, necessitating minimal hyperparam-
eter tuning. Some other methods are based on BN statis-
tics, which alleviate the distribution shifts by modifying the
statistics within BN layers [25, 27, 44]. Mirza et al. [25]
constantly adapted the statistics of the BN layers to modify
the feature representations of the model. These TTA meth-
ods improve the adaptation performance on the static target
domain but neglect the continually changing target domains
in most real-world scenarios.

Recently, the continual test-time adaptation (CTTA) [42]
is proposed to tackle TTA under a series of continually
changing target domains. Due to long-term inference,
both error accumulation [2, 23] and catastrophic forget-
ting [21, 30] are more prone to occur in this setup. Many
methods [6, 30, 31, 39, 42, 45, 47] optimize the self-
supervised losses or prevent excessive alterations to the
model parameters via model resetting or regularizer to im-
prove this situation but are still impacted by these issues.
Wang et al. [42] refined pseudo labels by the weight- and
augmentation-averaged predictions and randomly restored
a small part of model parameters. Niu et al. [31] removed
partial noisy samples with large gradients and encouraged
model weights toward a flat minimum. Yang et al. [45]
designed a dynamic strategy to adjust the learning rate for
each test image. Zhang et al. [47] presented to adaptively
fuse source and test statistics and improve the entropy mini-
mization loss to a generalized one. In contrast, our proposed
VPTTA employs a learnable prompt for each test image to
mitigate distribution shifts during inference, requiring no
changes to the pre-trained model and therefore alleviating
the error accumulation and catastrophic forgetting.

2.2. Prompt Learning

Prompt learning was initially employed to devise addi-
tional text instructions for input text to fine-tune the large-
scale Natural Language Processing (NLP) models on down-
stream tasks [24]. With remarkable success in NLP, it has
also been involved in computer vision and greatly benefited
visual models in recent years [12, 15, 19, 51]. Jia et al. [15]
introduced a small number of trainable parameters in the
input space while keeping the model backbone frozen to
fine-tune the model with high quality and efficiency. Zhou
et al. [51] presented the conditional context optimization

to generate an input-conditional token for each image to
generalize the pre-trained vision-language model to unseen
classes. Hu et al. [19] employed the visual prompt at the
pixel level and added it to the input images to explicitly
minimize the domain discrepancy. Gan et al. [12] learned
a domain-specific and domain-agnostic visual prompt for
adaptation by using the exponential-moving-average strat-
egy under the guidance of self-training. Different from
them, our VPTTA presents the low-frequency prompt to
address a series of changing distribution shifts with a few
dozen parameters. We further consider optimizing the ini-
tialization and warm-up mechanism, enabling our visual
prompts to be effectively trained within a single iteration
to satisfy the demands of CTTA.

3. Methodology
3.1. Problem Definition and Method Overview

Let the labeled source domain dataset and unlabeled testing
target dataset be Ds = {Xs

i , Y
s
i }

Ns

i=1 and Dt = {Xt
i}

Nt

i=1,
respectively, where X∗

i ∈ RH×W×C is the i-th image with
C channels and size of H×W , and Y ∗

i is its label. Our goal
is to learn a low-frequency prompt Pi for each test image
Xt

i to obtain the modified image X̃t
i that can be adapted to

the model fθ : X → Y pre-trained on Ds.
To accomplish this goal, our VPTTA considers three key

facets: prompt design, prompt initialization, and prompt
training. For prompt design, the prompt is designed to
change the low-frequency component of the amplitude of
the test image. For prompt initialization, we adopt a mem-
ory bank to initialize the current prompt with previous ones.
For prompt training, we employ the absolute distance to
train the prompt to align the statistics between features ex-
tracted from test images and the batch normalization (BN)
layers and also present a statistics-fusion-based warm-up
mechanism. An overview of our VPTTA is illustrated in
Figure 2. We now delve into its details.

3.2. Prompt Design: Low-frequency Prompt

Let F(·) and F−1(·) be the Fast Fourier Transform (FFT)
and Inverse Fast Fourier Transform (IFFT) operations [10],
respectively. The amplitude component and phase compo-
nent are denoted by FA(·) and FP (·) respectively. Note
that the low-frequency component in FA(·) is shifted to the
center. Utilizing the prompt Pi ∈ R(α×H)×(α×W )×C to
obtain the adapted image X̃t

i can be formalized as

X̃t
i = F−1([OnePad(Pi)⊙FA

(
Xt

i

)
,FP (Xt

i )]), (1)

where ⊙ is the element-wise multiplication, and OnePad
means padding one around Pi to expand it to the size of H×
W . Under the control of the small coefficient α ∈ (0, 1),
we can ensure that the prompt Pi remains lightweight and
focuses on the low-frequency component.
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Figure 2. Overview of our VPTTA. For each test image, (1) the Fast Fourier Transform (FFT) is first applied to transform it into the
frequency domain, where the low-frequency component of amplitude is used to query in a memory bank to initialize the current prompt,
and then the amplitude is multiplied with the prompt at the low-frequency component and transformed back to the spatial domain using the
Inverse Fast Fourier Transform (IFFT). (2) The memory bank is built on the previous low-frequency components and their corresponding
prompts and is updated using the First In First Out (FIFO) strategy. (3) We convert the source statistics stored in BN layers into the warm-up
statistics and calculate the absolute distance between warm-up and target statistics as the loss to fine-tune the prompt. (4) Finally, we feed
the image corrected by its fine-tuned prompt to the pre-trained model to produce the output. ‘Stat’: Abbreviation of ‘Statistics’.

Simultaneously, we recognize that the low-rank decom-
position is widely employed in the field of data compres-
sion [22] and model fine-tuning [18]. Consequently, we also
design a low-rank prompt PLoRa

i = Bi@Ai as a variant
(denoted as VPTTA-LR), where Bi ∈ RH×r×C(r ≪ W ),
Ai ∈ Rr×W×C(r ≪ H), and @ denotes the matrix multi-
plication operation. In this way, the adapted image can be
formalized as X̃t

i = Xt
i + PLoRa

i .

3.3. Prompt Initialization: Memory Bank

To achieve efficient training, it is critical to produce a suit-
able initialization for Pi. Therefore, we present a memory-
bank-based initialization strategy to benefit the current
prompt from previous ones. Specifically, the memory bank
M stores S pairs of keys and values {qs, vs}Ss=1 and holds
the First In First Out (FIFO) principle. As shown in Fig-
ure 2, the keys are the low-frequency components of pre-
vious test images, and the values are their corresponding
prompts. Note that when using VPTTA-LR, the keys are
the low-rank reconstruction matrix of previous test images.
To initialize the current prompt Pi, we first extract the low-
frequency component of the current test image FA

low(X
t
i )

and calculate the cosine similarity between FA
low(X

t
i ) and

each key qs as follows:

Cos(FA
low(X

t
i ), qs) =

⟨FA
low(X

t
i ), qs⟩

∥FA
low(X

t
i )∥ ∗ ∥qs∥

, (2)

where ⟨·, ·⟩ denotes the dot product operation, and ∥ · ∥ de-
notes the Euclidean norm. Since the low-frequency compo-
nent can represent the style texture of an image, we rank
the similarity scores and then retrieve the values of the
K most relevant keys from M to construct a support set
Ri = {qk, vk}Kk=1 for the current test image. Finally, we
assign a weight wk to vk to initialize the current prompt by
Pi =

∑K
k=1 wkvk, where the weights {wk} are calculated

based on the similarity scores [45] and
∑K

k=1 wk = 1.

3.4. Prompt Training: Statistics Alignment

Inspired by [19, 27, 47], the distribution shift largely ex-
ists in distinct BN statistics calculated on the test features
(i.e., µt and σt) and stored in the source model fθ (i.e., µs

and σs), where µ and σ respectively denote the mean and
standard deviation. To train the prompts to align the statis-
tics, we adopt the absolute-distance-based loss Lp [19] as
follows:

Lp =
1

j

∑
|µj

s − µj
t |+ |σj

s − σj
t |, (3)
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Algorithm 1: VPTTA algorithm.
Initialize : Frozen source model fθ , initial prompt P

filled with ones, memory bank M ,
hyperparameters S, K and τ .

Input: For each time step i, current test image Xt
i .

1: ▷ Initialize the prompt Pi:
2: if i < K then
3: Pi = P
4: else
5: Construct the support set Ri from M
6: Pi =

∑K
k=1 wkvk, vk ∈ Ri

7: end if
8: ▷ Train the prompt Pi:
9: Obtain X̃t

i using Pi by Eq. (1)
10: Forward fθ(X̃

t
i ) and calculate the warm-up statistics µw and

σw by Eq. (4) to replace the µs and σs stored in fθ
11: Backward and Update Pi by Eq. (5)
12: ▷ Inference:
13: Obtain X̃t

i using updated Pi by Eq. (1)
14: Forward Oi = fθ(X̃

t
i )

15: ▷ Update the memory bank M :
16: M.enqueue(qi, vi), qi = FA

(
Xt

i

)
, vi = Pi

17: if len(M) > S then
18: M.dequeue(qfirst, vfirst)
19: end if
Output: Adapted prediction Oi

where j indicates the j-th BN layer in fθ.
However, aligning the source and target domains within

a limited number of iterations (one in this study) provides
challenges due to the empty memory bank and undimin-
ished distribution shifts at the beginning of the inference
phase. Therefore, we design a warm-up mechanism to ad-
dress this issue by simulating the warm-up statistics (i.e.,
µw and σw) as follows:

µw = λµt + (1− λ)µs, σw = λσt + (1− λ)σs, (4)

where λ = 1√
i/τ+1

, i indicates the index of the current test
image and starts from 1, and τ is a temperature coefficient
to control the rate of transition from the warm-up statistics
to the source statistics. Now, the Eq. (3) can be rewritten
by:

Lp =
1

j

∑
|µj

w − µj
t |+ |σj

w − σj
t |, (5)

and we utilize µw and σw for normalization instead of µs

and σs. As the inference progresses, the warm-up statistics
will gradually shift towards the source statistics. By simu-
lating the warm-up statistics between the source and target
statistics, we can significantly reduce the training difficulty
at the beginning of the inference phase, resulting in learn-
ing prompts from easy to difficult. The overall process of
VPTTA is summarized in Algorithm 1.

4. Experiments
We evaluate our proposed VPTTA on two 2D segmentation
benchmark tasks: the joint optic disc (OD) and cup (OC)
segmentation task, and the polyp segmentation task.

4.1. Datasets and Evaluation Metrics

The OD/OC segmentation dataset comprises five public
datasets collected from different medical centres, denoted
as domain A (RIM-ONE-r3 [11]), B (REFUGE [32]), C
(ORIGA [50]), D (REFUGE-Validation/Test [32]), and E
(Drishti-GS [38]). There are 159, 400, 650, 800, and 101
images from these datasets. We cropped a region of interest
(ROI) centering at OD with size of 800×800 for each image
following [19], and each ROI is further resized to 512×512
and normalized by min-max normalization. The Dice score
metric (DSC) is utilized for evaluation in this task.
The polyp segmentation dataset consists of four pub-
lic datasets collected from different medical centres, de-
noted as domain A (BKAI-IGH-NeoPolyp [28]), B (CVC-
ClinicDB [1]), C (ETIS-LaribPolypDB [36]), and D
(Kvasir-Seg [20]), which have 1000, 612, 196, and 1000 im-
ages, respectively. We followed [9] to resize each image to
352× 352 and normalize the resized image by the statistics
computed on ImageNet. The DSC, enhanced-alignment
metric (Emax

ϕ ) [8], and structural similarity metric (Sα) [7]
are utilized for evaluation in this task.

4.2. Implementation Details

For each task, we trained the source model on each single
domain (source domain) and tested it on the left domains
(target domains) to calculate the mean metrics to evaluate
the methods on different scenarios. In the source-training
phase, we trained a ResUNet-34 [17] backbone, follow-
ing [19], as the baseline for OD/OC segmentation task and
trained the PraNet [9] with a Res2Net-based [14] back-
bone for polyp segmentation task. Due to the complexity
of PraNet’s decoder, we only calculated the prompt loss
Lp for each BN layer in the encoder instead of the whole
network. In the test-adaptation phase, We performed one-
iteration adaptation for each batch of test data with a batch
size of 1 on all experiments of our VPTTA and other com-
peting methods [45]. As our VPTTA involves an itera-
tion to update and an inference step, distinguishing it from
other methods like [41] that do not require a dedicated infer-
ence step, we applied the same configuration as VPTTA to
other competing methods to ensure consistency in the ex-
perimental setup. To deploy our VPTTA, we utilized the
Adam optimizer with a learning rate of 0.05 and 0.01 for
the OD/OC segmentation task and polyp segmentation task,
respectively. The hyperparameters α (size of prompt), S
(size of memory bank), K (size of support set), and τ (tem-
perature coefficient in warm-up) are set to 0.01, 40, 16, and
5 for both segmentation tasks.
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Table 1. Performance of our VPTTA, ‘Source Only’ baseline, and six competing methods on the OD/OC segmentation task. The best and
second-best results in each column are highlighted in bold and underline, respectively.

Methods Domain A Domain B Domain C Domain D Domain E Average
DSC DSC DSC DSC DSC DSC ↑

Source Only (ResUNet-34) 64.53 76.06 71.18 52.67 64.87 65.86
TENT-continual (ICLR 2021) [41] 73.07 78.66 71.94 46.81 70.20 68.13

CoTTA (CVPR 2022) [42] 75.39 75.98 69.14 53.99 70.40 68.98
DLTTA (TMI 2022) [45] 75.11 78.85 73.89 51.64 69.71 69.84
DUA (CVPR 2022) [25] 72.28 76.59 70.13 56.17 71.38 69.31
SAR (ICLR 2023) [31] 74.55 77.71 70.78 55.40 71.72 70.03

DomainAdaptor (CVPR 2023) [47] 74.50 76.39 71.81 56.78 70.55 70.01
VPTTA (Ours) 73.91 79.36 74.51 56.51 75.35 71.93

Table 2. Performance of our VPTTA, ‘Source Only’ baseline, and six competing methods on the polyp segmentation task. The best and
second-best results in each column are highlighted in bold and underline, respectively.

Methods Domain A Domain B Domain C Domain D Average
DSC Emax

ϕ Sα DSC Emax
ϕ Sα DSC Emax

ϕ Sα DSC Emax
ϕ Sα DSC ↑ Emax

ϕ ↑ Sα ↑
Source Only (PraNet) 79.90 87.97 84.66 66.33 78.51 76.72 73.89 84.64 81.28 82.95 90.84 88.08 75.77 85.49 82.69

TENT-continual (ICLR 2021) [41] 74.86 84.58 80.52 67.51 78.66 78.05 17.79 40.04 53.30 73.55 83.38 82.41 58.43 71.67 73.57
CoTTA (CVPR 2022) [42] 76.46 85.37 82.56 66.77 76.75 79.17 71.39 83.42 80.18 70.71 79.81 82.54 71.33 81.34 81.11
DLTTA (TMI 2022) [45] 76.27 85.23 82.41 66.58 77.00 79.24 63.72 78.23 75.56 71.20 81.32 83.47 69.44 80.45 80.17
DUA (CVPR 2022) [25] 78.93 87.37 83.96 66.84 78.52 77.51 76.53 86.45 83.05 86.24 93.23 89.82 77.13 86.39 83.58
SAR (ICLR 2023) [31] 76.48 85.89 81.49 66.45 77.35 78.05 71.46 83.23 79.40 70.41 80.11 81.07 71.20 81.65 80.00

DomainAdaptor (CVPR 2023) [47] 77.48 86.31 82.40 70.82 81.76 80.88 71.96 83.06 79.97 76.89 85.89 84.45 74.29 84.26 81.93
VPTTA (Ours) 81.00 88.91 84.91 76.87 87.31 84.08 77.58 87.48 83.64 86.39 93.47 89.87 80.46 89.29 85.62

Table 3. Results of ablation study on the OD/OC segmentation task. The best and second-best results in each column are highlighted in
bold and underline, respectively.

Methods Domain A Domain B Domain C Domain D Domain E Average
Low-frequency Prompt Memory Bank Warm-up DSC DSC DSC DSC DSC DSC ↑

64.53 76.06 71.18 52.67 64.87 65.86
✓ 65.99 76.58 71.75 52.86 67.30 66.90
✓ ✓ 70.70 79.36 72.82 55.50 72.84 70.24
✓ ✓ 74.41 77.47 74.14 54.03 67.85 69.58
✓ ✓ ✓ 73.91 79.36 74.51 56.51 75.35 71.93

4.3. Experimental Results

We compare our VPTTA with the ‘Source Only’ baseline
(training on the source domain and testing without adapta-
tion), and six competing methods, including a pseudo-label-
based method (CoTTA [42]), two entropy-based meth-
ods (TENT-continual [41] and SAR [31]), a method dy-
namically adjusting the learning rate (DLTTA [45]), a
method combining entropy-loss and BN statistics fusion
(DomainAdaptor [47]), and a BN statistics-based method
(DUA [25]) on two segmentation tasks. Specifically, we
re-implemented all the competing methods using the same
baseline as VPTTA and combined DLTTA with the entropy
loss proposed in TENT [45]. The result of each domain is
calculated by using the current domain as the source domain
and applying the pre-trained model on the left domains.
Comparison on the OD/OC segmentation task. The re-
sults of the proposed VPTTA, the “Source Only” baseline,
and six competing methods on the OD/OC segmentation
task are detailed in Table 1. Obviously, all competing meth-
ods outperform the “Source Only” baseline, indicating the

effectiveness of adaptation towards the distribution shifts.
It can be found that our VPTTA achieves the best over-
all performance across all domains, underscoring its supe-
rior applicability and robustness. Meanwhile, our VPTTA
also shows competitive performance in domains where most
methods exhibit satisfactory performance (such as D) and
also performs well in domains where other methods exhibit
suboptimal results (such as C).

Comparison on the polyp segmentation task. We con-
ducted the comparison experiment on the polyp segmen-
tation task under the same experimental setup, as shown
in Table 2. In contrast to the results of the OD/OC seg-
mentation task, the methods based on model updating (i.e.,
TENT-continual, CoTTA, DLTTA, SAR, and DomainAdap-
tor) exhibit significantly worse performance in this task and
are even inferior to the ‘Source Only’ baseline. It can be
attributed to the fact that the polyps are relatively hidden,
and the models tend to segment almost nothing rather than
poorly segment under the impact of distribution shifts, re-
sulting in confident and low entropy predictions but wrong
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Domain E

Domain D

Domain C

Domain B

Domain A
Source Domain Target Domains

Domain B Domain C Domain EDomain D
Ori Image Adapted ImagePrompt

𝑫𝑫𝑫𝑫𝑫𝑫𝑶𝑶𝑫𝑫: 68.65
𝑫𝑫𝑫𝑫𝑫𝑫𝑶𝑶𝑫𝑫: 0.00

𝑫𝑫𝑫𝑫𝑫𝑫𝑶𝑶𝑫𝑫: 85.75
𝑫𝑫𝑫𝑫𝑫𝑫𝑶𝑶𝑫𝑫: 76.89

Ori Image Adapted ImagePrompt

𝑫𝑫𝑫𝑫𝑫𝑫𝑶𝑶𝑫𝑫: 52.32
𝑫𝑫𝑫𝑫𝑫𝑫𝑶𝑶𝑫𝑫: 0.00

𝑫𝑫𝑫𝑫𝑫𝑫𝑶𝑶𝑫𝑫: 91.28
𝑫𝑫𝑫𝑫𝑫𝑫𝑶𝑶𝑫𝑫: 74.69

Ori Image Adapted ImagePrompt

𝑫𝑫𝑫𝑫𝑫𝑫𝑶𝑶𝑫𝑫: 56.37
𝑫𝑫𝑫𝑫𝑫𝑫𝑶𝑶𝑫𝑫: 0.06

𝑫𝑫𝑫𝑫𝑫𝑫𝑶𝑶𝑫𝑫: 92.17
𝑫𝑫𝑫𝑫𝑫𝑫𝑶𝑶𝑫𝑫: 90.99

Ori Image Adapted ImagePrompt

𝑫𝑫𝑫𝑫𝑫𝑫𝑶𝑶𝑫𝑫: 67.19
𝑫𝑫𝑫𝑫𝑫𝑫𝑶𝑶𝑫𝑫: 0.36

𝑫𝑫𝑫𝑫𝑫𝑫𝑶𝑶𝑫𝑫: 88.27
𝑫𝑫𝑫𝑫𝑫𝑫𝑶𝑶𝑫𝑫: 60.84

Domain A Domain C Domain EDomain D
Ori Image Adapted ImagePrompt

𝑫𝑫𝑫𝑫𝑫𝑫𝑶𝑶𝑫𝑫: 54.56
𝑫𝑫𝑫𝑫𝑫𝑫𝑶𝑶𝑫𝑫: 2.61

𝑫𝑫𝑫𝑫𝑫𝑫𝑶𝑶𝑫𝑫: 68.93
𝑫𝑫𝑫𝑫𝑫𝑫𝑶𝑶𝑫𝑫: 51.15

Ori Image Adapted ImagePrompt

𝑫𝑫𝑫𝑫𝑫𝑫𝑶𝑶𝑫𝑫: 55.26
𝑫𝑫𝑫𝑫𝑫𝑫𝑶𝑶𝑫𝑫: 8.78

𝑫𝑫𝑫𝑫𝑫𝑫𝑶𝑶𝑫𝑫: 76.51
𝑫𝑫𝑫𝑫𝑫𝑫𝑶𝑶𝑫𝑫: 62.69

Ori Image Adapted ImagePrompt

𝑫𝑫𝑫𝑫𝑫𝑫𝑶𝑶𝑫𝑫: 72.25
𝑫𝑫𝑫𝑫𝑫𝑫𝑶𝑶𝑫𝑫: 5.75

𝑫𝑫𝑫𝑫𝑫𝑫𝑶𝑶𝑫𝑫: 92.23
𝑫𝑫𝑫𝑫𝑫𝑫𝑶𝑶𝑫𝑫: 78.38

Ori Image Adapted ImagePrompt

𝑫𝑫𝑫𝑫𝑫𝑫𝑶𝑶𝑫𝑫: 88.25
𝑫𝑫𝑫𝑫𝑫𝑫𝑶𝑶𝑫𝑫: 78.06

𝑫𝑫𝑫𝑫𝑫𝑫𝑶𝑶𝑫𝑫: 93.90
𝑫𝑫𝑫𝑫𝑫𝑫𝑶𝑶𝑫𝑫: 84.49

Domain A Domain B Domain EDomain D
Ori Image Adapted ImagePrompt

𝑫𝑫𝑫𝑫𝑫𝑫𝑶𝑶𝑫𝑫: 13.38
𝑫𝑫𝑫𝑫𝑫𝑫𝑶𝑶𝑫𝑫: 0.00

𝑫𝑫𝑫𝑫𝑫𝑫𝑶𝑶𝑫𝑫: 83.49
𝑫𝑫𝑫𝑫𝑫𝑫𝑶𝑶𝑫𝑫: 61.20

Ori Image Adapted ImagePrompt

𝑫𝑫𝑫𝑫𝑫𝑫𝑶𝑶𝑫𝑫: 47.98
𝑫𝑫𝑫𝑫𝑫𝑫𝑶𝑶𝑫𝑫: 29.28

𝑫𝑫𝑫𝑫𝑫𝑫𝑶𝑶𝑫𝑫: 90.92
𝑫𝑫𝑫𝑫𝑫𝑫𝑶𝑶𝑫𝑫: 87.33

Ori Image Adapted ImagePrompt

𝑫𝑫𝑫𝑫𝑫𝑫𝑶𝑶𝑫𝑫: 2.08
𝑫𝑫𝑫𝑫𝑫𝑫𝑶𝑶𝑫𝑫: 0.00

𝑫𝑫𝑫𝑫𝑫𝑫𝑶𝑶𝑫𝑫: 87.44
𝑫𝑫𝑫𝑫𝑫𝑫𝑶𝑶𝑫𝑫: 85.53

Ori Image Adapted ImagePrompt

𝑫𝑫𝑫𝑫𝑫𝑫𝑶𝑶𝑫𝑫: 94.18
𝑫𝑫𝑫𝑫𝑫𝑫𝑶𝑶𝑫𝑫: 71.66

𝑫𝑫𝑫𝑫𝑫𝑫𝑶𝑶𝑫𝑫: 96.30
𝑫𝑫𝑫𝑫𝑫𝑫𝑶𝑶𝑫𝑫: 84.71

Domain A Domain B Domain EDomain C
Ori Image Adapted ImagePrompt

𝑫𝑫𝑫𝑫𝑫𝑫𝑶𝑶𝑫𝑫: 0.00
𝑫𝑫𝑫𝑫𝑫𝑫𝑶𝑶𝑫𝑫: 0.00

𝑫𝑫𝑫𝑫𝑫𝑫𝑶𝑶𝑫𝑫: 61.47
𝑫𝑫𝑫𝑫𝑫𝑫𝑶𝑶𝑫𝑫: 71.66

Ori Image Adapted ImagePrompt

𝑫𝑫𝑫𝑫𝑫𝑫𝑶𝑶𝑫𝑫: 39.88
𝑫𝑫𝑫𝑫𝑫𝑫𝑶𝑶𝑫𝑫: 0.00

𝑫𝑫𝑫𝑫𝑫𝑫𝑶𝑶𝑫𝑫: 74.89
𝑫𝑫𝑫𝑫𝑫𝑫𝑶𝑶𝑫𝑫: 57.71

Ori Image Adapted ImagePrompt

𝑫𝑫𝑫𝑫𝑫𝑫𝑶𝑶𝑫𝑫: 7.40
𝑫𝑫𝑫𝑫𝑫𝑫𝑶𝑶𝑫𝑫: 16.11

𝑫𝑫𝑫𝑫𝑫𝑫𝑶𝑶𝑫𝑫: 58.08
𝑫𝑫𝑫𝑫𝑫𝑫𝑶𝑶𝑫𝑫: 47.47

Ori Image Adapted ImagePrompt

𝑫𝑫𝑫𝑫𝑫𝑫𝑶𝑶𝑫𝑫: 44.93
𝑫𝑫𝑫𝑫𝑫𝑫𝑶𝑶𝑫𝑫: 11.64

𝑫𝑫𝑫𝑫𝑫𝑫𝑶𝑶𝑫𝑫: 68.38
𝑫𝑫𝑫𝑫𝑫𝑫𝑶𝑶𝑫𝑫: 50.65

Domain A Domain B Domain DDomain C
Ori Image Adapted ImagePrompt

𝑫𝑫𝑫𝑫𝑫𝑫𝑶𝑶𝑫𝑫: 67.47
𝑫𝑫𝑫𝑫𝑫𝑫𝑶𝑶𝑫𝑫: 5.23

𝑫𝑫𝑫𝑫𝑫𝑫𝑶𝑶𝑫𝑫: 84.39
𝑫𝑫𝑫𝑫𝑫𝑫𝑶𝑶𝑫𝑫: 76.99

Ori Image Adapted ImagePrompt

𝑫𝑫𝑫𝑫𝑫𝑫𝑶𝑶𝑫𝑫: 67.51
𝑫𝑫𝑫𝑫𝑫𝑫𝑶𝑶𝑫𝑫: 1.40

𝑫𝑫𝑫𝑫𝑫𝑫𝑶𝑶𝑫𝑫: 82.15
𝑫𝑫𝑫𝑫𝑫𝑫𝑶𝑶𝑫𝑫: 39.80

Ori Image Adapted ImagePrompt

𝑫𝑫𝑫𝑫𝑫𝑫𝑶𝑶𝑫𝑫: 35.41
𝑫𝑫𝑫𝑫𝑫𝑫𝑶𝑶𝑫𝑫: 19.50

𝑫𝑫𝑫𝑫𝑫𝑫𝑶𝑶𝑫𝑫: 70.34
𝑫𝑫𝑫𝑫𝑫𝑫𝑶𝑶𝑫𝑫: 63.08

Ori Image Adapted ImagePrompt

𝑫𝑫𝑫𝑫𝑫𝑫𝑶𝑶𝑫𝑫: 32.15
𝑫𝑫𝑫𝑫𝑫𝑫𝑶𝑶𝑫𝑫: 26.20

𝑫𝑫𝑫𝑫𝑫𝑫𝑶𝑶𝑫𝑫: 79.70
𝑫𝑫𝑫𝑫𝑫𝑫𝑶𝑶𝑫𝑫: 87.21

Figure 3. Visualization of the original images, estimated prompts, and adapted images on the OD/OC segmentation task. We normalize the
prompts to [0, 1] for better visualization. The DSC of applying the frozen source model on the original and adapted images is displayed
below each image. We also show an example of each source domain on the left side of this diagram. ‘Ori’: Abbreviation of ‘Original’.

gradients for these methods. Since DUA is backward-free,
it still performs well in this task. However, DUA also fails
when using domain A as the source domain and has lim-
ited performance due to the absence of training for the cur-
rent test image. Our VPTTA simultaneously benefits from
training on the current test image and refraining from updat-
ing the model, thus surpassing all competing methods and
demonstrating advanced performance.
Visualization of prompts and adapted images. We vi-
sualized the estimated prompts and adapted images on the
OD/OC segmentation task in Figure 3 and displayed the
DSC values predicted on the original and adapted images
below the corresponding images. It can be observed that:
(1) Applying prompts to the original test images can achieve
significant performance gain; (2) Images from different tar-
get domains have similar prompts, proving that involving
the memory bank to initialize the current prompt using pre-
vious ones is reasonable; (3) The appearances of adapted
images are close to the source domain, explicitly demon-
strating the reduction of distribution shifts via our VPTTA.
Comparison in a long-term continual test-time adap-

tation. To evaluate our VPTTA in a long-term continual
test-time adaptation [42], we conducted the experiments
for the OD/OC segmentation task multiple rounds and re-
ported the results in Table 4. Since DUA is a backward-free
method and DomainAdaptor resets the pre-trained model
before each adaptation, they are unsuitable to be evaluated
in this experiment. We compared our VPTTA with TENT,
CoTTA, DLTTA, and SAR, all of which involve continu-
ous training of the pre-trained model. The performance
across different rounds with the same source domain re-
flects the extent of catastrophic forgetting in the model, and
the average performance across multiple rounds highlights
the error accumulation of the model within a series of dis-
tinct domains. The results reveal that both optimizing loss
functions (CoTTA, DLTTA, SAR) and resetting the model
(CoTTA, SAR) are effective for mitigating error accumula-
tion and catastrophic forgetting, while TENT with vanilla
entropy-minimization loss suffers from severe performance
degradation. Additionally, after multiple rounds of testing,
our VPTTA maintains superior performance with minimal
performance degradation, emphasizing the effectiveness of
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Table 4. Performance of our VPTTA and four competing methods on the OD/OC segmentation task in a long-term continual test-time
adaptation. The red numbers indicate the performance gain relative to the ‘Source Only’ baseline. The performance degradation is
calculated between the overall average DSC and the average DSC of round 1. ‘Ave’: Abbreviation of ‘Average’.

Time −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−→
Round 1 2 3 Average Perform.

Methods A B C D E Ave A B C D E Ave A B C D E Ave DSC ↑ Degra. ↓
Source Only 64.53 76.06 71.18 52.67 64.87 65.86 64.53 76.06 71.18 52.67 64.87 65.86 64.53 76.06 71.18 52.67 64.87 65.86 65.86 -

TENT 73.07 78.66 71.94 46.81 70.20 68.13 62.09 69.32 70.67 39.02 68.22 61.86 57.05 62.47 70.20 39.02 66.37 59.02 63.01 (−2.85) 5.12
CoTTA 75.39 75.98 69.14 53.99 70.40 68.98 74.31 75.00 67.99 51.04 68.28 67.32 73.22 74.33 66.72 50.23 67.08 66.32 67.54 (+1.68) 1.44
DLTTA 75.11 78.85 73.89 51.64 69.71 69.84 74.14 79.65 74.25 45.05 69.04 68.43 72.28 78.93 72.87 42.37 69.26 67.14 68.47 (+2.61) 1.37

SAR 74.55 77.71 70.78 55.40 71.72 70.03 74.74 78.09 71.00 52.13 69.02 69.00 74.90 78.24 71.18 50.16 68.44 68.58 69.20 (+3.34) 0.83
VPTTA (Ours) 73.91 79.36 74.51 56.51 75.35 71.93 73.57 78.84 73.61 56.91 74.80 71.55 73.12 78.45 72.63 57.11 74.04 71.07 71.51 (+5.65) 0.42

training prompts over updating the pre-trained model.
Ablation study. To evaluate the contributions of the low-
frequency prompt, memory-bank-based initialization, and
warm-up mechanism, we conducted ablation studies on the
OD/OC segmentation task, as shown in Table 3. Note that
Eq. (3)/(5) is used as the loss function when training the
prompt without/with our warm-up mechanism. The results
show that (1) using the low-frequency prompt only has lim-
ited performance gain due to the poorly trained prompt; (2)
both the memory bank and warm-up mechanism are ben-
eficial to training the prompt; (3) the best performance is
achieved when the memory bank and warm-up mechanism
are jointly used, which means they are complementary.

68.00
69.00
70.00
71.00
72.00

α=0.001 α=0.005 α=0.01 α=0.05 α=0.1 α=0.5 α=1.0

Average DSC

Figure 4. Performance of our VPTTA with various α on the
OD/OC segmentation task.

70.00

70.50

71.00

71.50

72.00

S=5, K=2 S=10, K=4 S=20, K=8 S=40, K=16 S=80, K=32 S=160, K=64

Average DSC

τ=1 τ=2 τ=3 τ=4 τ=5 τ=6

Figure 5. Performance of our VPTTA with various S, K, and τ on
the OD/OC segmentation task.

Analysis of hyperparameter α, S, K, and τ . We con-
ducted the experiments for the OD/OC segmentation task
to discuss the hyper-parameters used in our VPTTA and dis-
played the results in Figure 4 and Figure 5. It can be seen
that α = 0.01 is optimal, as an excessively small prompt
makes adaptation challenging, while an overly large prompt
hinders effective training. Similar trends are also reflected

Table 5. Performance of our VPTTA and VPTTA-LR on two seg-
mentation tasks.

Methods OD/OC Polyp
DSC ↑ Param ↓ DSC ↑ Emax

ϕ ↑ Sα ↑ Param ↓
VPTTA-LR (r=3) 69.01 9,216 78.25 88.27 84.20 6,336

VPTTA 71.93 75 80.46 89.94 86.84 27

in S and K: as they increase, the DSC values improve,
while the excessively large S and K may introduce unre-
lated samples, affecting the initialization. With the increase
of τ , performance gradually approaches the upper bound
and tends to remain stable, suggesting that the warm-up has
reached saturation. Therefore, we finally chose α = 0.01,
S = 40, K = 16, and τ = 5 as the best configuration.
Low-frequency prompt vs. low-rank prompt. To com-
pare the effectiveness of VPTTA and VPTTA-LR, we re-
peated the experiments on two segmentation tasks and
showed results in Table 5. It can be seen that VPTTA sig-
nificantly outperforms VPTTA-LR, attributed to the fewer
learnable parameters and superior representation of style
texture in the frequency domain. Benefiting from the low-
frequency prompt, VPTTA can be effectively trained with
over a hundred times fewer parameters than VPTTA-LR.

5. Conclusion
In this paper, we proposed the VPTTA, a prompt-based
method to alleviate the potential risks (i.e., error accumula-
tion, and catastrophic forgetting) by freezing the pre-trained
model. Specially, we presented the low-frequency prompt
that trains a lightweight prompt with only a small number
of parameters in a single iteration to alleviate the distribu-
tion shifts in BN layers, constructed a memory bank to bet-
ter initialize each prompt by utilizing the prompts of pre-
vious and the most similar test images, and designed the
statistics-fusion-based warm-up mechanism to simulate the
warm-up statistics to overcome the training difficulty at the
beginning of the inference phase. The extensive experimen-
tal results on two medical image segmentation benchmark
tasks with multiple domains verified the superiority of our
VPTTA over other methods and the effectiveness of each
special design. In this regard, we hope that our efforts can
offer a different paradigm for continual test-time adaptation.

11191



References
[1] Jorge Bernal, F Javier Sánchez, Gloria Fernández-

Esparrach, Debora Gil, Cristina Rodrı́guez, and Fernando
Vilariño. Wm-dova maps for accurate polyp highlighting in
colonoscopy: Validation vs. saliency maps from physicians.
Comput. Med. Imaging and Graph., 43:99–111, 2015. 5

[2] Paola Cascante-Bonilla, Fuwen Tan, Yanjun Qi, and Vicente
Ordonez. Curriculum labeling: Revisiting pseudo-labeling
for semi-supervised learning. In AAAI, pages 6912–6920,
2021. 2, 3

[3] Oscar Chang, Lampros Flokas, and Hod Lipson. Principled
weight initialization for hypernetworks. In Int. Conf. Learn.
Represent., 2019. 2

[4] Dian Chen, Dequan Wang, Trevor Darrell, and Sayna
Ebrahimi. Contrastive test-time adaptation. In IEEE Conf.
Comput. Vis. Pattern Recog., pages 295–305, 2022. 3

[5] Lin Chen, Huaian Chen, Zhixiang Wei, Xin Jin, Xiao Tan, Yi
Jin, and Enhong Chen. Reusing the task-specific classifier as
a discriminator: Discriminator-free adversarial domain adap-
tation. In IEEE Conf. Comput. Vis. Pattern Recog., pages
7181–7190, 2022. 2

[6] Mario Döbler, Robert A Marsden, and Bin Yang. Robust
mean teacher for continual and gradual test-time adaptation.
In IEEE Conf. Comput. Vis. Pattern Recog., pages 7704–
7714, 2023. 2, 3

[7] Deng-Ping Fan, Ming-Ming Cheng, Yun Liu, Tao Li, and Ali
Borji. Structure-measure: A new way to evaluate foreground
maps. In Int. Conf. Comput. Vis., pages 4548–4557, 2017. 5

[8] Deng-Ping Fan, Cheng Gong, Yang Cao, Bo Ren, Ming-
Ming Cheng, and Ali Borji. Enhanced-alignment measure
for binary foreground map evaluation. In IJCAI, pages 698–
704, 2018. 5

[9] Deng-Ping Fan, Ge-Peng Ji, Tao Zhou, Geng Chen, Huazhu
Fu, Jianbing Shen, and Ling Shao. Pranet: Parallel reverse
attention network for polyp segmentation. In Int. Conf. Med.
Image Comput. Comput.-Assist. Intervent., pages 263–273.
Springer, 2020. 5

[10] Matteo Frigo and Steven G Johnson. FFTW: An adaptive
software architecture for the fft. In ICASSP, pages 1381–
1384. IEEE, 1998. 3

[11] Francisco Fumero, Silvia Alayón, José L Sanchez, Jose
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