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Abstract

Dominant dual-encoder models enable efficient image-
text retrieval but suffer from limited accuracy, while the
cross-encoder models offer higher accuracy at the expense
of efficiency. Distilling cross-modality matching knowl-
edge from cross-encoder to dual-encoder provides a nat-
ural approach to harness their strengths. Thus, we investi-
gate the following valuable question: how to make cross-
encoder a good teacher for dual-encoder? Our findings
are threefold: (1) Cross-modal similarity score distribution
of cross-encoder is more concentrated, while the result of
dual-encoder is nearly normal, making vanilla logit distil-
lation less effective. However, ranking distillation remains
practical, as it is not affected by the score distribution.
(2) Only the relative order between hard negatives conveys
valid knowledge, while the order information between easy
negatives has little significance. (3) Maintaining the coordi-
nation between distillation loss and dual-encoder training
loss is beneficial for knowledge transfer. Based on these
findings, we propose a novel Contrastive Partial Ranking
Distillation (CPRD) method, which implements the objec-
tive of mimicking relative order between hard negative sam-
ples with contrastive learning. This approach coordinates
with the training of the dual-encoder, effectively transfer-
ring valid knowledge from the cross-encoder to the dual-
encoder. Extensive experiments on image-text retrieval and
ranking tasks show that our method surpasses other distil-
lation methods and significantly improves the accuracy of
dual-encoder.

1. Introduction
Dominant pre-training works for image-text retrieval adopt
dual-encoder architecture [9, 21, 28, 33] to separately ex-
tract image and text representations and employ contrastive
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Figure 1. (a) Similarity score distribution of dual-encoder and
cross-encoder. (b) Student predictions and targets for different
types of distillation methods. For partial ranking distillation, the
relative order between easy negatives is disregarded.

learning to facilitate global image-text alignment. Although
dual-encoder has high efficiency, its retrieval accuracy is
sub-optimal due to the lack of modality interactions ex-
cept for the final dot product. In contrast, the cross-encoder
architecture of another line of works perform deep cross-
modal interaction between images and texts in a single en-
coder. This allows them to retrieve more accurately, but the
need to calculate on all possible image-text pairs sacrifices
retrieval efficiency.

To obtain an efficient and accurate retriever, a natural
idea is to distill the cross-modal matching knowledge from
the cross-encoder into the dual-encoder. However, the dis-
crepancies between the two models make the existing atten-
tion and logit distillation methods less versatile or effective.
On the one hand, attention distillation requires extra mod-
ules to compute cross-modal attention of dual-encoder and
a cross-encoder with specific architecture to provide distil-
lation targets. On the other hand, the differences in train-
ing objectives and architectures between two models lead
to significantly distinct and non-directly alignable cross-
modal similarity score distributions.

To explore a general and efficient way to achieve ef-
fective knowledge transfer from cross-encoder to dual-
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encoder, we analyze their distinct characteristics and the
difficulties hindering distillation, and make the following
observations: (1) As shown in Figure 1(a), the cross-modal
similarity distribution of the dual-encoder constrained by
contrastive learning tends to be ”moderate” and normally
distributed, whereas the similarity score distribution of
cross-encoder optimized with image-text matching is more
“aggressive” and mainly concentrates on 0/1. Vanilla logit
distillation based on KL-divergence enforces the similar-
ity score distribution of dual-encoder to approximate that
of cross-encoder. It is difficult due to the substantial dif-
ferences between them and may interfere with the origi-
nal training objective of dual-encoder, thereby disrupting
the learning of coarse image-text alignment. However, we
find that mimicking the ranking of negatives derived from
sorting similarity scores is an effective distillation scheme,
which we refer to as ranking distillation, as it solely depends
on the relative ranking of the scores and is not influenced by
the sharpness of score distribution. (2) Furthermore, perfor-
mance gap between dual-encoder and cross-encoder mainly
stems from inaccurate ranking of top-ranked items. Sup-
porting this claim, re-ranking top 32 items retrieved by dual-
encoder with cross-encoder substantially improves retrieval
accuracy. Further expanding the number of re-ranked items
yields negligible gains, indicating that distillation should fo-
cus more on partial ranking of top-ranked samples rather
than all samples. The illustrations of vanilla logit distilla-
tion, ranking distillation, and partial ranking distillation are
shown in Figure 1(b) for clarity. (3) Different types of loss
have varied effects on the image-text embedding space of
dual-encoder. Therefore, it is beneficial to maintain coor-
dination between ranking distillation loss and the original
training loss of dual-encoder to avoid interfering with the
learning process.

Based on the above observations, we propose a novel
Contrastive Partial Ranking Distillation (CPRD) method to
enable effective ranking knowledge distillation. Specifi-
cally, we learn the ranking of hard negative samples via con-
trastive learning. Given an image, we first utilize the dual-
encoder to identify the top-K hard negative texts and obtain
the ranking of these texts. Then, we feed the image and
negative texts into cross-encoder to compute the matching
scores and divide the negative texts into valid and invalid
negative texts. Valid negative texts have a larger match-
ing score with the image, and their relative order contains
rich cross-modal matching knowledge. Therefore, we em-
ploy contrastive learning to pull higher-ranked valid nega-
tive texts closer to image while pushing the lower-ranked
texts away, ensuring the consistency between ranking of
valid negative texts from dual-encoder and that from the
cross-encoder. On the other hand, invalid negative texts
have a smaller matching score with the image, and their
relative order does not contain valid information. Thus, we

only employ contrastive learning to push all invalid negative
texts away and disregard the relative order between them.

This approach does not require the similarity distribu-
tions of dual-encoders and cross-encoders to be similar,
overcoming the distillation difficulties caused by the sub-
stantial differences between similarity distributions. Fur-
thermore, we achieve the objective of hard negative ranking
learning with contrastive learning, aligning seamlessly with
the dual-encoder training process. The contributions of this
work can be summarized as follows:
• We conduct a comprehensive investigation into the effec-

tive knowledge distillation from cross-encoders to dual-
encoders and identify three key aspects.

• We propose the Contrastive Partial Ranking Distillation
(CPRD) method, which attains the objective of learning
the relative order between valid hard negatives via con-
trastive learning, enabling effective knowledge transfer
from cross-encoder to dual-encoder.

• Experimental results show that our method outperforms
previous distillation methods, significantly improving the
retrieval and ranking accuracy of dual-encoder.

2. Related Work
Pre-training for Image-text Retrieval. Pre-training works
for image-text retrieval can be categorized into dual-
encoder methods and cross-encoder methods. Dual-encoder
methods [9, 21, 28, 31, 33] adopt two separate encoders
to extract the image and text features separately, and em-
ploy contrastive learning to align global representations
in a shared embedding space. Cross-encoder methods
[1, 3, 14, 15, 17, 18, 22, 34, 35] employ a single encoder
for the joint encoding of image-text features. Many proxy
tasks are proposed to facilitate cross-modal interaction in
the cross-encoder, e.g., masked language modeling (MLM),
masked region modeling (MRM), and masked image mod-
eling (MIM), etc. In order to improve the retrieval ac-
curacy of dual-encoders, one line of approaches [21, 31]
draw inspiration from cross-encoder and enhance the cross-
modal interaction by adapting MLM, MRM, and MIM tasks
to dual-encoder. However, another approach, transferring
knowledge from cross-encoder to dual-encoder through dis-
tillation, has not been fully explored.
Knowledge Distillation from Cross-Encoder to Dual-
Encoder. Previous works distilling knowledge from the
cross-encoder to the dual-encoder can be divided into
attention distillation methods[32] and logit distillation
methods[24]. Attention distillation methods aim to align
the cross-modal attention of two models, which requires
two prerequisites: (1) Both models have to adopt attention-
based backbone, e.g., ViT[4], BERT[10], to produce atten-
tion map. (2) Input to dual-encoder and cross-encoder is
exactly identical to guarantee their attention maps have the
same shape and semantics. These make attention distilla-
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tion less versatile. Inspired by the distillation works in im-
age classification, Miech et al. [24] and Lei et al. [13]
introduce logit distillation into image-text retrieval. The
core idea is to constrain the consistency of the image-text
similarity score distribution of the dual encoder and cross-
encoder through KL-divergence based loss. But substan-
tial similarity distribution differences between dual-encoder
and cross-encoder make it difficult to transfer knowledge
effectively. To explore an effective and general distillation
method to improve the performance of dual-encoders, we
investigate and identify three key factors and further pro-
pose the Contrastive Partial Ranking Distillation method.
Ranking Distillation for Neural Ranking. In the field of
textual neural ranking, there are some studies on ranking
distillation [7, 23, 29]. Sashank et al.[29] propose rank
distillation losses with cross-entropy or MSE loss to con-
strain the consistency of positive sample scores, which is
less effective due to the significant differences in similarity
score distribution in image-text retrieval. Sebastian et al.[7]
propose Margin-MSE, which requires the same margin be-
tween positive and negative sample scores for student and
teacher models. Aditya et al.[23] further propose M3SE,
requiring the student and teacher models to have the same
margin between positive and the hardest negative sample.
However, it only considers the hardest negative samples,
limiting the knowledge that can be transferred. Moreover,
the MSE loss is not coordinated with the contrastive learn-
ing for dual-encoder training, resulting in interference in the
learning process. In contrast, our proposed CPRD method
considers the relative order among multiple hard negative
samples via contrastive learning, aligning with the original
training loss of dual-encoder.

3. Method
In this section, we first introduce the architecture and train-
ing objective of vanilla dual-encoder and cross-encoder, and
explain the reasons for the formation of their similarity dis-
tribution characteristics in Sec 3.1. Then, we identify the
source of the performance gap between them, underscore
the importance of hard negatives ranking, and elaborate
on our proposed Contrastive Partial Ranking Distillation
(CPRD) method in Sec 3.2. Finally, we present the over-
all training objective of dual-encoder in Sec 3.3.

3.1. Dual-Encoder and Cross-Encoder
Dual-Encoder. The dual-encoder takes an image and
its paired text as input, and extracts global visual and
textual representations vi and ti with separate encoders.
The dot product of vi and ti is used to measure the
image-text similarity. During pre-training, following pre-
vious works[14], we maintain two queues Qv and Qt to
preserve the momentum features from current mini-batch
{v̂j}Bj=1 and {t̂j}Bj=1 and previous iterations {v̂j}B+Nq

j=B+1

and {t̂j}B+Nq
j=B+1. For every image/text in the current mini-

batch, its related text/image is deemed a positive sample,
while the unmatched texts/images within the mini-batch and
all samples in the previous iterations are considered as neg-
atives. The contrastive learning (i.e., InfoNCE loss) is em-
ployed to maximize the similarity between positive image-
text pairs while minimizing the similarity between negative
pairs, which is formulated as:

LI2T = − 1

B

B∑
i=1

log
exp(v⊤

i t̂i/τ)∑B+Nq

j=1 exp(v⊤
i t̂j/τ)

,

LT2I = − 1

B

B∑
i=1

log
exp(t⊤i v̂i/τ)∑B+Nq

j=1 exp(t⊤i v̂j/τ)
,

(1)

where τ is the temperature and B is the batch size. The total
loss for image-text contrastive learning is defined as:

Lalign = (LI2T + LT2I)/2. (2)
The characteristics of independent encoding for each
modality in the dual-encoder and the objective of con-
trastive learning lead to a moderate similarity distribution.
Cross-Encoder. Cross-encoders typically start by utilizing
visual and textual encoders to extract detailed image and
text representations Vi and Tj from the input image-text
pair. Then the obtained primary representations are fed into
a multi-modal encoder that employs self-attention or cross-
attention to enable cross-modal interactions, thereby calcu-
lating the similarity score pi,j ∈ [0, 1] for the input image-
text pair. The image-text matching task serves as the train-
ing objective for the cross-encoder, which aims at judging
whether the input image-text pair is matched or not and is
formulated as:
Litm = − 1

|S|
∑

(i,j)∈S

yij logpi,j + (1− yij)log(1− pi,j),

where yij ∈ {0, 1} is the ground-truth label indicating
whether the image-text pair is matched or not. S is the
index set of image-text pairs, obtained by random sam-
pling or hard negative sampling strategies. The objective of
image-text matching pushes pi,j to either 0 or 1, making the
similarity distribution of cross-encoder more concentrated.
The substantial difference between similarity distribution
of dual-encoder and cross-encoder makes KL-divergence
based distillation less effective.

3.2. Contrastive Partial Ranking Distillation
To achieve effective knowledge transfer from cross-encoder
to dual-encoder, it is essential to first identify the source of
performance gap between dual-encoder and cross-encoder.
We test the performance of the pre-trained dual-encoder and
cross-encoder from [15] on MSCOCO[19] dataset. Note
that the retrieval results of cross-encoder are obtained by
re-ranking top-K retrieved items from dual-encoder. The
results are presented in Table 1, and we observe that (1) As
K increases from 0 to 32, the retrieval performance signifi-
cantly improves. (2) When more less-challenging negatives
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Figure 2. The illustration of the Contrastive Partial Ranking Distillation method. The left shows the overall training process and the right
side elaborates on the computation process of image-text alignment and contrastive partial ranking distillation.

Table 1. Performance comparison between dual-encoder (DE) and
cross-encoder (CE) with different candidate number K.

Model image→text text→image R@SR@1 R@5 R@10 R@1 R@5 R@10

DE 73.8 92.1 95.7 55.8 80.6 88.1 486.2

CE, K=0 73.8 92.1 95.7 55.8 80.6 88.1 486.2
CE, K=4 76.6 91.3 95.6 60.6 80.5 87.8 492.4
CE, K=16 78.1 93.0 95.8 61.4 83.5 89.3 501.1
CE, K=32 78.4 93.4 96.4 61.5 83.8 90.0 503.4
CE, K=128 78.6 93.9 96.9 61.4 83.7 89.9 504.4
CE, K=256 78.5 93.8 96.9 61.4 83.7 89.9 504.2

are introduced, i.e., K continues to increase from 32 to 256,
the performance saturates. It indicates that dual-encoder has
filtered easy negatives and ranked most relevant items (in-
cluding positives and hard negatives) into top 32, but lacks
accurate ranking of them. Furthermore, given the orginal
loss of the dual-encoder (InfoNCE loss) encompasses the
objective of ranking positives ahead of hard negatives, the
distillation only needs to focus on the cross-encoder’s rank-
ing knowledge of hard negatives.

Based on the above findings, we propose Contrastive
Partial Ranking Distillation (CPRD), a method that lever-
ages contrastive learning to enforce consistency in the rank-
ing of hard negatives between dual-encoders and cross-
encoders. As shown in Figure 2, in order to transfer knowl-
edge about hard negatives ranking effectively, our CPRD
method first mining sufficient hard negative samples with
dual-encoder’s similarity score, then construct the ranking
target of hard negatives with cross-encoder, and finally per-
form partial ranking distillation via contrastive learning to
transfer cross-modal matching knowledge effectively.

3.2.1 Hard Negative Mining
A straightforward approach to obtain hard negatives is se-
lecting the most similar unmatched images/texts within the
mini-batch. However, the batch size must be sufficiently
large to find adequately challenging hard negatives. There-
fore, we expand the mining scope to the queues Qv and
Qt. Here, we demonstrate the process of image-to-text re-
trieval, while the text-to-image retrieval is performed sym-
metrically. For the i-th image, we use dual-encoder to com-
pute its similarity scores with all negative texts in Qt, which
contains samples from both current mini-batch and previous
iterations. We then obtain the ranking result for the nega-
tive texts, denoted as di = {dij}

B+Nq−1
j=1 , by sorting the

similarity scores in the descending order, where:
v⊤
i t̂dij > v⊤

i t̂dik
, ∀ j, k ∈ [1, ..., B+Nq−1], j < k, (3)

and indices of top-K hard negative texts is hi = {dij}Kj=1.

3.2.2 Ranking Target Construction
Then we construct the ranking target of top-K hard nega-
tives with cross-encoder. To compute the similarity scores
of the top-K hard negatives with the cross-encoder, we also
need to maintain two additional queues Qv

c and Qt
c with size

Nc to preserve the image and text inputs from mini-batch
and previous iterations for the cross-encoder. The similarity
score set Pi of the cross-encoder for all hard negative texts
is denoted as Pi = {pi,dij

|j ∈ [1, 2, ...,K]}. The cross-
encoder’s ranking of hard negative texts ci = {cij}Kj=1 can
then be obtained by sorting Pi, where cij satisfies:

pi,cij > pi,cik , ∀ j, k ∈ [1, ...,K], j < k. (4)
However, the cross-encoder’s ranking ci can not be used

as target directly because not all information in the rank-
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ing ci is beneficial for dual-encoder. There are some low-
ranked negative texts in ci that have small similarity score
pi,cij . We refer these texts as invalid hard negative texts
{t̂cij |pi,cij < m}, where m is the hyper-parameter to dis-
tinguish between valid and invalid hard negative texts. The
relative order among invalid hard negative texts does not
contain helpful knowledge, and enforcing the dual-encoder
to learn such relative order may hurt the model perfor-
mance. Therefore, we construct a partial ranking c∗i as the
target, where the relative order between valid hard negative
texts is the same with ci but the relative order between in-
valid ones is disregarded.

It is worth noting that using the cross-encoder to calcu-
late similarity scores online brings additional training costs.
To address this issue, we can employ an offline approach.
Specifically, we first use the dual-encoder to perform a fast
retrieval on the entire pre-training dataset to obtain the top-
N hard negative texts for each image. Then we compute
similarity scores of these negative image-text pairs with
cross-encoder and store them in a similarity bank. During
the training iterations, for the negative text t̂dij , if pi,dij is in
the similarity bank, we load the pre-computed value; other-
wise, we term t̂dij

as invalid negative texts. We set N ≫ K
to ensure that most valid hard negatives are considered.

3.2.3 Contrastive Partial Ranking Learning
Given the ranking target c∗i from cross-encoder, we expect
the rankings from dual-encoder (hi) can be partial consis-
tent with c∗i , which means only the relative order between
valid hard negatives should be maintained and the relative
order between invalid hard negatives is ignored. The learn-
ing objective is formulated as:

min
θ

Dist(hi, c
∗
i ), (5)

where θ is the parameters of dual-encoder, Dist(·, ·) is the
metric to measure the partial consistency between two rank-
ing results. Optimizing this objective faces two challenges:
(1) An appropriate metric to measure the partial consistency
between rankings; (2) The sort operation used to compute
c∗i and hi is non-differentiable, hindering the end-to-end
training. Both are hard to tackle.

To implement effective partial ranking learning, we
transform the non-differentiable ranking mimicking into the
optimization of relative similarity scores. Specifically, for
each valid hard negative text in c∗i , we require its similarity
with the i-th image computed by dual-encoder to be larger
than the similarities of other negative texts ranked behind it.
For invalid hard negative texts, we do not impose this con-
straint, which avoids learning relative order between them.
The new objective can be formulated as:

v⊤
i tcij > v⊤

i tcik ,

∀j, k, j < J∗
i ,1 ≤ j < k ≤ K,

(6)

where J∗
i denotes the index of the first invalid hard negative

text in the c∗i .

Although Equation 6 can already be used as a differen-
tiable loss function for optimizing the dual-encoder, we find
that an inappropriate loss function type may interfere with
the coarse image-text alignment learned by dual-encoder.
Formulating the ranking learning process in the form of
contrastive learning is more coordinated with training of
dual-encoder and yields better results. Therefore, we pro-
pose a new contrastive partial ranking loss based on the In-
foNCE loss, which is formulated as:

Lij = −log
exp(v⊤

i t̂cij/τ)

K∑
k=j

exp(v⊤
i t̂cik/τ) +

B+Nq−1∑
k=K+1

exp(v⊤
i t̂dik

/τ)

,

LI2T
CPRD =

1

B

B∑
i=1

1

J∗
i − 1

J∗
i −1∑
j=1

Lij , (7)

where Lij has the same effect with Equation 6. As men-
tioned above, LT2I

CPRD can be computed in the symmetrical
way and the final contrastive partial ranking distillation loss
LCPRD is defined as:

LCPRD = (LI2T
CPRD + LT2I

CPRD)/2. (8)

3.3. Training Objectives

We perform distillation training with both image-text con-
trastive loss and new contrastive partial ranking distillation
loss to learn the coarse image-text alignment and detailed
ranking between hard negatives simultaneously. The total
loss is formulated as:

L = Lalign + LCPRD. (9)

4. Experiments
4.1. Datasets

Pre-training Datasets. We pre-train our model with CC4M
dataset, which contains 4 million images and 5.1 million
captions from four public image-text datasets, including
Conceptual Captions 3M[30], SBU[25], MSCOCO[19] and
Visual Genome[12].
Downstream Datasets. We conduct downstream image-
text retrieval evaluation on two widely used datasets:
MSCOCO[19] and Flick30K[27]. In addition, we validate
the effectiveness of our method on improving the ranking
ability with the CrissCrossed Caption[26] dataset. The de-
tails of these downstream datasets and the evaluation met-
rics can be found in the supplemental material.

4.2. Implementation Details.

For dual-encoder, we adopt BERTbase[10] as text encoder
and a ViT-B/16[4] pre-trained on ImageNet-1k as the vi-
sual encoder. For cross-encoder, we experiment with three
models with varying performance, including ALBEF[14]
pre-trained on 5M image-text pairs, ALBEF pre-trained on
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Table 2. The performance comparison with different queue size
Nc. “DE” and “CE” represent the baseline dual-encoder and
teacher cross-encoder.

Nc
image→text text→image R@SR@1 R@5 R@10 R@1 R@5 R@10

DE 32.0 59.4 71.5 24.4 49.5 61.0 297.8
CE 40.5 66.5 76.1 30.2 55.3 66.5 335.1
0 32.6 60.1 71.0 24.7 49.8 61.7 299.9
1024 32.6 60.3 71.9 25.9 51.0 62.7 304.4
4096 33.7 60.6 71.7 26.9 52.3 64.0 309.2
16384 34.3 61.4 73.2 27.0 52.8 64.5 313.2
32768 34.6 62.6 73.5 27.3 52.4 63.8 314.2

Table 3. The performance comparison with different numbers of
hard negative considered for contrastive partial ranking distilla-
tion. “None” indicates the offline approach for calculating hard
negative pairs’ similarity with cross-encoder, which does not need
to set K.

K image→text text→image R@SR@1 R@5 R@10 R@1 R@5 R@10

0 32.0 59.4 71.5 24.4 49.5 61.0 297.8
2 32.4 60.7 71.8 24.6 49.6 61.4 300.5
4 33.5 61.1 72.9 25.9 50.9 62.2 306.5
8 34.6 61.3 73.2 26.7 51.6 63.5 310.9
16 34.1 61.1 72.6 27.3 53.0 64.3 312.4
32 34.3 61.4 73.2 27.0 52.8 64.5 313.2
None 34.0 60.8 72.5 27.3 52.7 64.0 311.3

15M image-text pairs, and BLIP[15] pre-trained on >200M
image-text pairs. We use the AdamW[20] optimizer with
a weight decay of 0.02. The learning rate is warmed up to
3e−4 in the first 2000 iterations and decays to 1e−5 follow-
ing a cosine schedule. We pre-train the model for 20 epochs
with a batch size of 512 on 8 NVIDIA V100 GPUs. We take
the image resolution of 256×256 for pre-training and in-
crease the image resolution to 384×384 for fine-tuning. The
momentum coefficient for updating momentum encoders is
set as 0.995. The number of hard negative K and the thresh-
old m is set as 16 and 0.75. The queue size Nq and Nc

are set as 57856 and 16384 respectively. The learnable tem-
perature hyper-parameter for contrastive loss is initialized
to 0.07. More implementation details can be found in the
supplementary materials.

4.3. Teach Dual-Encoder with Cross-Encoder

In this section, we provide detailed steps to demonstrate
how to use the cross-encoder as teacher for the dual-encoder
effectively. All models in this section are pre-trained on
CC3M using an image resolution of 224 × 224 with 8
NVIDIA V100 GPUs, and then tested for zero-shot image-
text retrieval performance on MSCOCO. The teacher model
is ALBEF pre-trained on CC3M and is kept frozen during
the distillation process, while the student model is a dual-
encoder trained from scratch.
The effect of queue size Nc. The queue size Nc deter-
mines the number of negative samples, which affects the
number of valid hard negatives and the final distillation per-

Table 4. The performance comparison with different valid hard
negative threshold m.

m
image→text text→image R@SR@1 R@5 R@10 R@1 R@5 R@10

1.0 32.0 59.4 71.5 24.4 49.5 61.0 297.8
0.9 33.3 60.7 72.0 26.8 52.6 64.2 309.6
0.75 34.3 61.4 73.2 27.0 52.8 64.5 313.2
0.5 33.4 61.5 73.0 27.0 52.3 63.6 310.8
0.0 30.8 57.2 69.4 24.1 48.4 60.5 290.4

Table 5. The performance comparison with different distillation
methods.

Method image→text text→image R@SR@1 R@5 R@10 R@1 R@5 R@10

None 32.0 59.4 71.5 24.4 49.5 61.0 297.8
KL 32.5 59.6 71.4 26.0 50.9 62.9 303.3
M3SE 30.8 57.2 69.4 24.1 48.4 60.5 290.4
R-M3SE 32.8 60.4 71.0 25.6 50.5 62.0 302.3
CPRDm∗ 33.4 60.8 72.4 26.3 51.5 63.4 307.7
CPRD 34.3 61.4 73.2 27.0 52.8 64.5 313.2

formance. Therefore, choosing a sufficiently large queue
size is crucial. As shown in Table 2, when we set the queue
size to 0, only the negative samples in the current batch
are utilized for distillation, resulting in a limited number
of valid hard negatives and less valuable knowledge. Con-
sequently, the performance improvement compared to the
baseline is relatively weak. When we increase the queue
size to 1024, the number of valid hard negatives increases,
and the model performance achieve significant improve-
ment. As the queue size further increases, the model per-
formance gradually improves and tends to saturate. This is
because, in the training dataset, the number of valid hard
negatives for a specific sample is limited. Further increas-
ing the size of the queue leads to a saturation in the number
of valid hard negatives. We set the queue size to 16384 by
default.
The effect of hard negatives number K. Similarly, the
choice of K also affects the number of valid hard negatives
and the effectiveness of knowledge distillation. As shown
in Table 3, when set K to 0, we do not consider the ranking
of any negative samples, causing the model to degrade to
the baseline model. Gradually increasing K leads to more
valid hard negative samples being considered, making the
distillation more effective and the model performance im-
proves. When K is increased to 32, the model performance
tends to saturate, as most of the valid hard negatives are
considered. Moreover, increasing K results in heavier com-
putation, thus we set K to 16 by default. It is worth noting
that we can calculate the similarity of hard negative pairs
in an offline manner to avoid extra training costs. For each
image/text in the training dataset, we use the cross-encoder
to calculate the scores of the top-1000 hard negative sample
pairs as mentioned in Section 3.2.2. As shown in Table 3,
the offline calculation approach achieves comparable per-
formance with the online approach. It should be noted that
when using the offline approach, we directly search for valid
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Table 6. Comparative results for fine-tuned image-text retrieval results on the Flickr30K (1K) test set and MSCOCO (5K) test set. We make
comparisons with dual-encoder methods and cross-encoder methods. “DE” and “CE” represent the baseline dual-encoder and the teacher
cross-encoder. Our method improves the performance of baseline model significantly, surpasses previous state-of-the-art dual-encoder
methods by a large margin, and achieves comparable performance with some cross-encoder methods while keeping the high retrieval
efficiency. Higher R@K indicates better performance. PT Pairs: the number of image-text pairs for pre-training. † is ensemble result of
two models. ∗ models use 940M tagged images for visual encoder pre-training.

Model PT Pairs
Flickr30K (1K test set) MSCOCO (5K test set)

image→text text→image R@S image→text text→image R@SR@1 R@5 R@10 R@1 R@5 R@10 R@1 R@5 R@10 R@1 R@5 R@10

Cross-Encoder
Pixel-BERT-X152 [8] 5.6M 87.0 98.9 99.5 71.5 92.1 95.8 544.8 63.6 87.5 93.6 50.1 77.6 86.2 458.6
VILLA-base [6] 9.6M 86.6 97.9 99.2 74.7 92.9 95.8 547.1 – – – – – – –
Oscar-base [18] 6.5M – – – – – – – 70.0 91.1 95.5 54.0 80.8 88.5 479.9
ViLT [11] 9.9M 83.5 96.7 98.6 64.4 88.7 93.8 525.7 61.5 86.3 92.7 42.7 72.9 83.1 439.2
VinVL-base [35] 8.9M – – – – – – – 74.6 92.6 96.3 58.1 83.2 90.1 494.9
ALBEF [14] 5.1M 94.3 99.4 99.8 82.8 96.7 98.4 571.4 73.1 91.4 96.0 56.8 81.5 89.2 488.0

Dual-Encoder
VSE∞∗† [2] – 88.7 98.9 99.8 76.1 94.5 97.1 555.1 68.1 90.2 95.2 52.7 80.2 88.3 474.7
COOKIE∗† [33] 5.9M 89.0 98.9 99.7 75.6 94.6 97.2 555.0 71.6 90.9 95.4 54.5 81.0 88.2 481.6
LightningDOT [31] 9.5M 83.9 97.2 98.6 69.9 91.1 95.2 535.9 60.1 85.1 91.8 45.8 74.6 83.8 441.2
COOKIE [33] 5.9M 84.7 96.9 98.3 68.3 91.1 95.2 534.5 61.7 86.7 92.3 46.6 75.2 84.1 446.6
COTS [21] 5.3M 88.2 98.5 99.7 75.2 93.6 96.5 551.7 66.9 88.8 94.0 50.5 77.6 86.1 463.9
COTS [21] 15.3M 90.6 98.7 99.7 76.5 93.9 96.6 556.0 69.0 90.4 94.9 52.4 79.0 86.9 472.6
DE 5.1M 89.1 98.8 99.7 74.1 92.8 96.2 550.7 66.7 88.9 94.4 48.5 76.7 85.1 460.3
+CPRD 5.1M 90.8 98.7 99.4 76.4 93.9 96.8 556.0 69.7 91.1 95.8 52.1 78.9 86.8 474.4
CE 5.1M 94.5 99.0 99.7 78.6 94.3 97.1 563.2 74.4 92.3 96.5 58.0 82.8 89.7 493.7
+CPRD 5.1M 90.7 99.0 99.7 78.6 94.9 97.4 560.3 70.8 91.7 96.2 53.4 80.6 88.5 481.2
CE 15.2M 95.9 99.8 100. 85.6 97.5 98.9 577.7 77.6 94.3 97.2 60.7 84.3 90.5 504.6

hard negatives from the current batch and queue without the
need of setting K.
The effect of valid hard negative threshold m. The
threshold m controls the difficulty of negative samples for
which dual-encoder needs to learn their relative order. As
shown in Table 4, when setting m = 0, all relative order
among top-K hard negatives are learned by dual-encoder,
and the performance declines significantly because dual-
encoder is also enforced to learn the relative order between
easy negatives, which contains no valid knowledge and in-
troduces interference for the dual-encoder. When setting
m = 1, none of negative samples are considered in the
partial ranking learning, and thus the model degenerates
into the baseline model. We also empirically test with
m = 0.5, 0.75, 0.9. We find that the performance of all
three models is better than the baseline model, showing the
robustness of our method toward the threshold m. The best
result is achieved when m = 0.75. Therefore, we set the
default value of m to 0.75. These experimental results vali-
date our findings that only relative order between valid hard
negatives conveys valuable knowledge.
Comparison with Different Distillation Methods. Based
on the optimal setting identified through the above experi-
ments, we explore different distillation methods to transfer
knowledge from to dual-encoder. KL is the KL-divergence
loss which constrains the consistency between similarity
score distribution. M3SE[23] requires that (1) the similar-
ity margin between positive and hardest negative should be
same for dual-encoder and cross-encoder, (2) similarity of

Table 7. Comparison for image-text retrieval results (without fine-
tuning) on the MSCOCO (5K) test set.

Model image→text text→image R@SR@1 R@5 R@10 R@1 R@5 R@10

Pre-train from Scratch
CLIP [28] 58.4 81.5 88.1 37.8 62.4 72.2 400.4
ALIGN [9] 58.6 83.0 87.9 45.6 69.8 78.6 423.5
COTS [21] 60.4 84.7 91.7 43.8 71.6 81.3 433.5
DE 61.7 86.0 92.3 41.5 70.4 80.6 432.5
+CPRD 62.4 86.5 93.0 45.1 74.1 83.6 444.7
CE 73.2 91.5 95.7 54.8 79.7 87.0 481.9
Post Pre-train
DE 65.2 88.4 93.5 50.0 76.2 84.8 458.1
+CPRD 65.5 88.5 93.6 51.7 77.8 86.0 463.1
CE 71.9 91.1 95.2 58.7 81.7 88.5 487.1

other negative samples should be smaller than that of hard-
est negative.

As shown in Table 5, KL method achieves limited per-
formance improvement due to the difference between simi-
larity score distribution of dual-encoder and cross-encoder.
M3SE even results in performance decline because the sim-
ilarity range is different for dual-encoder and cross-encoder.
To tackle this problem, we propose a modification R-M3SE
to first re-scale similarity score with min-max normaliza-
tion, and we observe the retrieval performance is improved
but still worse than our method. To validate whether the
form of loss function affects the distillation, we propose a
variant of our method CPRDm∗ , which adjusts the threshold
m adaptively to ensure there always has only one valid hard
negative. CPRDm∗ has the highly-similar objective with R-
M3SE but is implemented with infoNCE loss. It can be seen
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that CPRDm∗ surpasses R-M3SE on all metrics, validating
that it is beneficial to make the distillation loss coordinated
with the training of dual-encoder.

4.4. Comparison with SOTA

Image-Text Retrieval. We compare with state-of-the-art
image-text retrieval methods on Flickr30K and MSCOCO
datasets. The experimental results under fine-tuning set-
ting are shown in Table 6. Compared with our dual-encoder
baseline, our proposed distillation method achieves signifi-
cant improvement. On the Flickr30K dataset, we achieve
higher performance by 1.7% and 2.3% on the R@1 of
image-to-text and text-to-image retrieval. On the MSCOCO
dataset, we also surpass the baseline by 3.0% and 3.6% on
the R@1 of two retrieval tasks. We also experiment with a
stronger cross-encoder trained with 15.2M data as teacher,
the retrieval performance is further improved, showing that
a stronger teacher can transfer more valid knowledge to stu-
dent even with the same training data.

Under a fair comparison experimental setting (excluding
VSE∞∗† and COOKIE∗† as they use 940M tagged images
for visual-encoder pre-training), our method also outper-
forms other dual-encoder methods by a large margin under
all evaluation metrics. Specifically, compared with the cur-
rent state-of-the-art dual-encoder method COTS [21] with
5.3M pre-training data, our method with similar data size
achieves higher performance by 1.8% and 1.6% on the R@1
of MSCOCO dataset. Moreover, our method with 5.1M
pre-training data outperforms COTS pre-trained on 15.3M
image-text pairs. Furthermore, our method also achieves
comparable performance with the cross-encoder methods
VinVL-base and ALBEF while much more efficient.

The experimental results without fine-tuning are shown
in Table 7. Our distillation method improves the perfor-
mance of dual-encoder on all evaluation metrics. With a
similar pre-training data size, our method outperforms the
COTS [21] by 2.0% and 1.3% on the R@1 of two retrieval
tasks. Our method also outperforms CLIP [28] and achieves
comparable performance with ALIGN [9], which utilize
78× and 356× pre-training data than our method respec-
tively. Moreover, we also evaluate our method under post
pre-train setting, where we initialize our dual-encoder with
the pre-trained weights from BLIP-129M and continue to
pre-train the model with image-text contrastive loss and our
distillation loss. Our method can further improve the perfor-
mance of the pre-trained model with only a small additional
computation cost (10k iterations).
Image-Text Ranking. To further validate the effective-
ness of our CPRD method on improving the ranking abil-
ity of dual-encoder, we perform evaluation on the Criss-
Crossed caption dataset for image-text ranking task. We re-
port the Spearman’s R bootstrapped correlation for image-
text ranking task, i.e., “SITS” in Table 8, which reflects

Table 8. Spearman’s R Bootstrap Correlation (×100) on Criss-
crossed Captions dataset. “FT” indicates the model is fine-tuned
on the MSCOCO dataset. STS, SIS and SITS represent the task
of semantic text similarity, semantic image similarity and semantic
image-text similarity.

Model STS SIS SITS Mean Avgavg ± std avg ± std avg ± std

VSE++[5] 74.4±0.4 73.3±0.9 55.2±1.5 67.6
VSRN [16] 73.0±0.4 70.1±1.0 60.4±1.3 67.8
DEI2T [26] 50.9±0.6 81.3±0.7 61.6±1.4 64.6
DET2T+I2T[26] 74.2±0.4 74.5±0.9 61.9±1.3 70.2
ALIGN[14] 72.9±0.4 77.2±0.8 67.6±1.2 72.6
DE 74.1±0.4 75.1±0.8 61.8±1.4 70.3
+CPRD 74.9±0.3 75.6±0.8 64.3±1.3 71.6
CE – – 67.3±1.2 –
DE-FT 73.9±0.4 75.7±0.8 65.1±1.3 71.5
+CPRD-FT 74.4±0.4 76.1±0.9 66.9±1.2 72.5
CE-FT – – 69.4±1.1 –

the consistency between human ranking and model ranking.
Compared with vanilla dual-encoder, our CPRD method
achieves 2.5 improvement. The performance of our method
is further improved after fine-tuning on the MSCOCO
dataset, and achieves comparable results with ALIGN. In
addition, we also report the results on text-text similarity
ranking (STS) and image-image similarity ranking (SIS). It
is worth noting that although our CPRD method only distills
the knowledge of cross-modal matching, it can also improve
the accuracy of measuring intra-modal similarity.

5. Conclusion

In this work, we investigate how to effectively distill
cross-modal knowledge from cross-encoder to dual-encoder
for image-text retrieval. We identify three key factors
and propose a novel Contrastive Partial Ranking Distilla-
tion(CPRD) method. Our method focuses on learning rel-
ative order among valid hard negatives while disregarding
relative order among invalid hard negatives and easy neg-
atives. We implement our method with contrastive learn-
ing, which aligns with training of dual-encoder and trans-
fers knowledge effectively without disrupting the learning
of image-text alignment. Comprehensive experiments on
image-text retrieval and ranking show the superiority of our
method compared to other distillation methods. Moreover,
our method significantly improves retrieval and ranking ac-
curacy of dual-encoder under various experiment settings.
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