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Abstract

Multimodal Large Language Models (MLLMs) have
endowed LLMs with the ability to perceive and under-
stand multi-modal signals. However, most of the exist-
ing MLLMs mainly adopt vision encoders pretrained on
coarsely aligned image-text pairs, leading to insufficient ex-
traction and reasoning of visual knowledge. To address this
issue, we devise a dual-Level vlIsual knOwledge eNhanced
Multimodal Large Language Model (LION), which empow-
ers the MLLM by injecting visual knowledge in two lev-
els. 1) Progressive incorporation of fine-grained spatial-
aware visual knowledge. We design a vision aggregator
cooperated with region-level vision-language (VL) tasks to
incorporate fine-grained spatial-aware visual knowledge
into the MLLM. To alleviate the conflict between image-
level and region-level VL tasks during incorporation, we
devise a dedicated stage-wise instruction-tuning strategy
with mixture-of-adapters. This progressive incorporation
scheme contributes to the mutual promotion between these
two kinds of VL tasks. 2) Soft prompting of high-level se-
mantic visual evidence. We facilitate the MLLM with high-
level semantic visual evidence by leveraging diverse image
tags. To mitigate the potential influence caused by imper-
fect predicted tags, we propose a soft prompting method by
embedding a learnable token into the tailored text instruc-
tion. Comprehensive experiments on several multi-modal
benchmarks demonstrate the superiority of our model (e.g.,
improvement of 5% accuracy on VSR and 3% CIDEr on
TextCaps over InstructBLIP, 5% accuracy on RefCOCOg
over Kosmos-2).

1. Introduction

Recently, Large Language Models (LLMs) have demon-
strated remarkable zero-shot abilities on various linguistic
tasks. Assisted by LLMs, several multimodal large lan-
guage models (MLLMs), such as MiniGPT-4 [54], Otter
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Figure 1. Comparison between existing MLLMs and LION @
The existing MLLM generates a vague and inaccurate response,
while LION provides a more precise and contextually accurate de-
scription by progressively incorporating spatial-aware knowledge
and softly prompting semantic visual evidence.

Module

[19], and InstructBLIP [7], achieve significant improve-
ments in reasoning abilities to deal with various vision-
language (VL) tasks.

In most of the existing MLLMs, the visual informa-
tion is mainly extracted from a vision encoder pretrained
with image-level supervision (e.g., CLIP [32]), and then
are adapted to a LLM by using a tiny bridge module. This
makes these MLLMs inherently possess limited image un-
derstanding capabilities [21]. As shown in Fig. 1, the in-
sufficient visual information misleads MLLMs to provide
erroneous and hallucinated responses. An intuitive solution
to this problem is to replace or tune the vision encoder [41].
However, it requires pretraining on massive data or suffers
from the catastrophic forgetting issue [35, 36, 50], which
diminishes the practical efficacy of this strategy. These
predicaments highlight that the insufficient extraction of vi-
sual knowledge has become a central obstacle impeding the
development of MLLM:s.

To overcome this dilemma, as depicted in Fig. 1, we de-
vise a dual-Level vIsual knOwledge eNhanced Multimodal
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Large Language Model (LION), which enriches the visual
information in MLLMs in two levels. 1) Progressive in-
corporation of fine-grained spatial-aware visual knowl-
edge. LION enhances the MLLM with more fine-grained
perceptual abilities by studying the region-level VL tasks
involving the spatial coordinates. However, we find that
simply training on region-level and the original image-
level VL tasks® simultaneously hurts the general perfor-
mances of the MLLM due to the conflicts between these
two kinds of tasks. To address this issue, we propose
a novel stage-wise instruction-tuning strategy to perform
image-level and region-level VL tasks separately with two
different visual branches and task adapters. In addition,
we devise mixture-of-adapters with a router to dynamically
fuse visual information across various granularities in a uni-
fied MLLM. This progressive incorporation of fine-grained
visual knowledge contributes to the mutual promotion be-
tween these two kinds of VL tasks, and spawns LION to
excel in capturing fine-grained visual information and per-
forming spatial reasoning, as shown in Fig. 1. 2) Soft
prompting of high-level semantic visual evidence. Along-
side the improvement of MLLMs in fine-grained perceptual
capabilities, there is also an opportunity to enhance their
high-level semantic understanding. LION uses an off-the-
shelf vision model to extract high-level semantic knowl-
edge, i.e., image tags, as supplementary information for the

MLLM. However, as off-the-shelf vision models are typi-

cally not flawless, errors in tag predictions are inevitable.

Inspired by prompt tuning, we propose a soft prompting

method to mitigate the potential negative influence result-

ing from the imperfect predicted tags. As shown in Fig. 1,

injection of semantic visual evidence alleviates the halluci-

nation issue substantially.
Our main contributions are summarized as follows:

» To address the internal conflict between region-level and
image-level VL tasks, we propose a progressive incor-
poration of fine-grained spatial-aware visual knowledge
with a novel stage-wise instruction-tuning strategy. It
achieves mutual promotion between two kinds of VL
tasks and equips LION with advanced holistic and fine-
grained visual perceptual abilities.

* As a powerful complement, we propose to integrate
image tags as high-level semantic visual evidence into
MLLMs, and design a soft prompting method to allevi-
ate the bad influence from incorrect tags. This mitigates
the hallucination issue and showcases positive effects on
various VL tasks.

* We evaluate LION on a wide range of VL tasks, including
image captioning, visual question answering (VQA), and
visual grounding, and demonstrate its superiority over the
baselines. LION outperforms InstructBLIP by around 5%

*Here, image-level VL tasks denote image captioning and visual ques-
tion answering, region-level VL tasks mean visual grounding tasks.

accuracy on VSR, and around 3% CIDEr on TextCaps,
Kosmos-2 by around 5% accuracy on RefCOCOg. The
evaluations on POPE and MMBench exhibit the remark-
able abilities of LION in alleviating object hallucination
and various perceptual dimensions.

2. Related Work
2.1. Multimodal Large Language Models

Building on the success of LLMs, many researches have
emerged to extend them to multimodal tasks, especially VL.
tasks. The common pipeline uses a vision model to trans-
form the image into visual features, followed by a bridge
module to align them with the feature space of LLMs. Some
works [4, 11, 26, 31, 51] directly use a linear or MLP layer
as bridge module, while others [1, 7, 19, 20, 46, 54] design
more complicated bridge networks to compress or adap-
tively select visual information. Despite their impressive
performance on VL tasks, there is still a lack of exploration
on the effectiveness and limitation of the visual branch in a
MLLM. Recently, Wang et al. [41] empirically investigate
factors contributing to the formation of an effective vision
encoder in a MLLM from the perspective of pretraining.
Differently, our work explores the effect of region-level VL
tasks on the visual understanding abilities of the MLLM,
and incorporates fine-grained and high-level visual knowl-
edge to enrich the visual branch in the MLLM.

2.2. Visual Grounding in the field of MLLMs

Visual grounding [16, 37, 38] is a region-level VL task that
aims to establish a connection between particular regions
and their textual descriptors, which plays a vital role in
human-machine interaction by enabling referential dialog.
In the realm of MLLMs, there are some attempts to en-
hance MLLMs by leveraging visual grounding tasks. Works
like Shikra [4], Kosmos-2 [31], Ferret [47] and Pink [45]
demonstrate the promising direction of employing visual
grounding datasets to endow MLLMs with region-level vi-
sual understanding abilities. They convert existing datasets
equipped with spatial coordinates, like Visual Genome [17]
and RefCOCO [16], into the textual instruction format and
perform instruction tuning on MLLMs. Merely consider-
ing the visual grounding task as one of several instruction-
tuning tasks, these works fall short in exploring the in-
teractions among various tasks. In contrast, our work in-
vestigates the internal conflict between visual grounding
tasks and image-level VL tasks (e.g., image captioning and
VQA), and proposes a stage-wise instruction-tuning strat-
egy to address this issue, achieving a good balance between
these two kinds of VL tasks.
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Figure 2. Overview of the proposed LION ©@. The model extracts holistic visual features from Q-Former, and combines them with fine-
grained spatial-aware visual features from the vision aggregator. The Mixture-of-Adapters with a router in the frozen LLM dynamically
fuses visual knowledge learned from different visual branches and LLM adapters based on the task types (image-level and region-level).

3. LION

In this section, we present the dual-Level vIsual knOwlEdge
eNhanced multimodal large language model (LION). The
whole framework is depicted in Fig. 2.

3.1. Progressive Incorporation of Fine-grained
Spatial-Aware Visual Knowledge

3.1.1 Reorganizing Visual Grounding Tasks

To incorporate fine-grained spatial-aware visual knowledge
into MLLMs, we make use of region-level VL tasks, i.e.,
visual grounding, and meticulously process the data with
spatial coordinates in a unified format for instruction-tuning
MLLM. Visual grounding requires the model to generate or
comprehend natural language expressions referring to par-
ticular objects or regions within an image, e.g., “a man with
glasses”. Referring to objects or regions in complex images
needs an ability of precisely comprehending fine-grained
visual information. Current MLLMs lack such referring
comprehending, as they mainly target a coarse alignment
of VL modalities when pretrained on massive image-text
pairs [2, 41]. In this regard, we introduce visual grounding
tasks as a kind of region-level VL tasks for the instruction-
tuning of MLLMs. This aims to endow the model with fine-
grained visual understanding ability such that better perfor-
mance on image-level VL tasks (e.g., image captioning and
VQA) might be achieved.

We adopt two types of visual grounding tasks, includ-
ing referring expression comprehension (REC) and refer-
ring expression generation (REG) [49]. We use the Visual
Genome dataset [ 18], which associates a local area with one
short description, to construct REC/REG tasks. The tem-
plates used to organize the Visual Genome dataset in a uni-
fied instruction-tuning format can be found in Appendix.

One core point in reorganizing visual grounding tasks is
the way of processing positions. Normally, the position of
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Figure 3. The stage-wise instruction-tuning strategy. Stage 1: We
instruction-tune Q-Former and the image-level adapter on image-
level VL tasks. Stage 2: We instruction-tune the vision aggregator
(VA), MLP, and the region-level adapter on region-level VL tasks.
Stage 3: The Mixture-of-Adapters is devised to form a unified
model for instruction-tuning on both kinds of VL tasks.

an object phrase is presented in the format of bounding box
[Tmin, Ymins Tmaz, Ymaz)- We use a natural language style
to describe object positions along with the square brackets.
A sample in the REC task is displayed as follows: “How
can I locate a glass of beer in the image? Please provide the
coordinates. Answer: [0.525, 0.0, 0.675,0.394]”.

3.1.2 The Stage-Wise Instruction-tuning Strategy

To facilitate MLLMs with fine-grained spatial-aware
knowledge, the most intuitive way is to directly instruction-
tune MLLMs with both image-level and region-level VL
tasks in one stage. However, this single-stage instruction-
tuning strategy is sub-optimal, and suffers from the internal
conflict between these two kinds of VL tasks. We summa-
rize two main issues leading to the internal conflict. 1) One
is the need of region-level modality-alignment pretraining.
In concurrent works that integrate visual grounding abil-
ity, pretraining on the region-level multimodal datasets in-
cluding visual grounding is a crucial step. Some works
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[31, 45, 47] elaborately create very large visual ground-
ing datasets (e.g., GRIT-20M in kosmos-2 [31]) to ad-
vance MLLM in fine-grained perception and understand-
ing. The single-stage instruction-tuning makes it chal-
lenging to adapt visual representations learned for image-
level alignment to region-level VL tasks under a limited
training configuration. 2) Another is the gap between the
input-output modes of image-level VL tasks and region-
level visual grounding tasks. The latter additionally re-
quires MLLMs to understand specific phrases (in the for-
mat “[Zmin, Ymins Tmaz, Ymaz] ) about the positions of ob-
jects. They are semantically distinct from natural lan-
guages used in image-level tasks. This requirement neces-
sitates the tuning of the LLM to adapt to region-level tasks,
but may disrupt the internal state of the LLM suitable for
image-level VL tasks. To address the above issues, we de-
vise a stage-wise instruction-tuning strategy and mixture-
of-adapters with a router.

The stage-wise instruction-tuning strategy is proposed
to alleviate the internal conflict between image-level and
region-level VL tasks during instruction-tuning. It is com-
posed of three stages for instruction-tuning on image-level,
region-level VL tasks and both, respectively, which is de-
picted in Fig. 3. In stage 1, we follow instructBLIP [7] and
fine-tune Q-Former and the image-level adapter [5] in the
LLM on image-level VL tasks, such as image captioning
and VQA. In stage 2, we propose a vision aggregator for
better capturing visual features in fine-grained understand-
ing, which will be introduced later, and tune it with MLP
and the region-level adapter on region-level VL tasks. The
independent training in the first two stages greatly fulfills
the requirements of sufficiently learning both image-level
and region-level tasks, providing a solid foundation for sub-
sequent joint training.

Mixture-of-Adapters with a Router. In stage 3 of our
stage-wise instruction-tuning, we need a unified model but
encounter a situation where adapters of LLM in stages 1
and 2 are different and suit distinct input-output modes. In-
spired by Mixture-of-Experts, we treat each adapter as an
expert, and propose a router module to avoid the potential
interference between them, as depicted in Fig. 2.

An adapter [5] is inserted at each FFN layer in a parallel
manner. Assuming X € RE*P is the hidden represen-
tations generated by a self-attention / causal attention layer,
the output representations after FFN (represented as F') with
the adapter (denoted by H) layer are formulated as,

0 = F(X) + H(X), (1)

H(X) = Wu(U(WdX))a (2

where o is a non-linear function, ReLU. Our router module

Cout Tag;: o Trainable Soft
i ostume, Dress, Girl, i
i RainCoat, Umbrella, Yellow } Prompt

Instruction According to , you are allowed to

the following tags: $
Template [Costume, Dress, Girl, RainCoat, Umbrella, Yellow ]

Figure 4. Instruction template with soft prompt. We use a well-
designed instruction template with trainable soft prompts to inject
the image tags generated by the RAM model into LION.

aims to dynamically aggregate the hidden features from the
main branches and the multiple adapter branches according
to task types. Given a set of adapters {Hj, ..., Hg}, each
kind of task ¢ defines a specific router function R! to gener-
ate new hidden features, which can be formulated as,

K
O'=F(X)+ ) Gj o Hy(X). 3)
k=1

where G{ € RP is a trainable vector that modulates the
hidden features from each adapter and makes them suit-
able for the target task. In practice, we define two types of
tasks, one for image-level VL tasks (image captioning and
VQA), the other for fine-grained VL tasks (visual ground-
ing). Compared to directly incorporating multiple adapters,
the router module provides a better way to maximize the
complementarity of image-level and region-level tasks.

We use the standard language modeling loss in all
instruction-tuning stages. In the experiments, we demon-
strate that stage-wise training is superior to single-stage
training, and ensures a good balance between high-level
and fine-grained visual understanding capabilities, further
achieves a significant mutual promotion between image-
level and region-level VL tasks.

3.1.3 Vision Aggregator

To extract more sufficient visual details from input images,
we devise a vision aggregator that integrates multi-level hid-
den features of the pretrained visual encoder. Although the
vision encoder has a global reception field in all layers, it
is verified that different transformer layers learn visual in-
formation at different scales [9], e.g., lower layers learn vi-
sual details. Thus, our vision aggregator makes fine-grained
spatial-aware visual knowledge more likely to be learned
based on visual grounding tasks. Specifically, our vision
aggregator can be regarded as a tiny transformer-style net-
work, consisting of two transformer layers for aggregating
the hidden features from the vision encoder. Given the
hidden features {V;,V;, Vi } from some middle layers in
the vision encoder, the vision aggregation module uses two
blocks to sequentially integrate the former two features with
the last feature. Each block B is composed of self attention
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Table 1. Comparison on image captioning and VQA. “{” denotes including in-house data that are publicly inaccessible. “*” means
our evaluated results by using publicly released checkpoints, which are only for reference as official evaluation settings are incomplete.
We report CIDEr score for Flickr30K, COCOCap, and TextCaps, Mean Reciprocal Rank (MRR) for Visual Dialog (VisDial), and top-1
accuracy for others. The best and second performances for each benchmark are indicated in bold and underline, respectively.

Model [ Flickr30K  COCOCap  TextCaps [ OKVQA AOKVQA GQA IconQA VSR  VisDial
Flamingo-3B [1] 60.60 73.00 - - - - - - 46.10
Flamingo-9B [1] 61.50 79.40 - 44.70 - - - - 48.00
Kosmos-1 [13] 67.10 84.70 - - - - - -
Kosmos-2 [31] 80.50 - - - - - - -
AdapterV2 [11] - 122.20 - - - - - - -
Shikra [4] 73.90 117.50 - 47.16 - - - - -
Pink [45] - - - 59.50 - 52.60 47.80 66.30 -
MiniGPT4 [54] 37.50 30.80 37.60 41.60
LLaVA [26] 54.40 41.30 43.00 51.20
MiniGPTV2 [3] 56.90 - 60.30 47.70 60.60
BLIVA [12] 87.10 - - - - - 44.88 62.20 45.63

7

7

InstructBLIP (T5XL) [7] 83.71 135.47 104.17 47.38 56.12 46.34 52.47 69.93 48.75
InstructBLIP (T5XXL) [7] 85.79 138.63 105.44 53.02 59.38 47.74 53.18 68.46 50.41
LION-4B 85.57 138.20 104.87 51.08 59.98 49.50 54.91 72.96 50.02
LION-12B 87.12 139.25 108.76 57.33 60.87 51.56 54.89 73.77 50.42

(Attn), cross attention (XAttn), and Feed-forward network
(FFN) arranged in a sequential manner. Finally, the output
features V' is generated as follows,

V = By(B1(Vi; V;); Vi), 4

B(X;Y) = FEN(XAttn(Attn(X),Y)). (5

In practice, we use the middle layers {i = L — 1,5 =
2L/3,k = L/3} in the vision encoder to produce the hid-
den features as the input to VA, where L is the number of
layers in the vision encoder.

3.2. Soft Prompting of High-Level Semantic Visual
Evidence

The vision encoder in a MLLM may be insufficient in
comprehensively extracting visual information required by
complex multi-modal tasks, although it has been trained
on large-scale image-text pairs. It has been demonstrated
that increasing the amount and quality of pretraining multi-
modal datasets can significantly improve the visual under-
standing capability of MLLMs [41], but inevitably induces
prohibitive computational overhead. An appealing alterna-
tive is to harness the convenient and powerful off-the-shelf
vision models to capture various aspects of visual content
within an image as a supplement.

We choose the recognize anything model (RAM) [52] as
an off-the-shelf vision model to provide diverse tags, en-
compassing objects, scenes, actions, and attributes, as vi-
sual evidence to support comprehensive visual perception.
Instead of directly adding tags in the instruction, we design
a soft prompting method to guide the model to adaptively
use the inserted tags in order to avoid the potential negative
influence caused by the imperfect predictions from RAM.

In Fig. 4, we present the instruction template of tags
along with the soft prompt that is a trainable vector. Our soft
prompting approach can be regarded as a kind of prompt
tuning methods, which guides the model toward the right
direction. In standard prompt tuning works, the right direc-
tion is directly formulated as the optimization for task goals.
In our work, the right direction is specified by a tailored
sentence, “According to <hint>, you are allowed to use or
partially use the following tags:”, and “<hint>"" will be re-
placed by the soft prompt. Our soft prompting method for
inserting tags has some distinct properties. It is designed to
adaptively select valuable information from tags, rather than
serving a specific task, as seen in standard prompt tuning
methods. Our method directly uses the output labels from
a small off-the-shelf vision model to incorporate high-level
semantic visual evidence into a MLLM, so as to eliminate
extra computational overhead of the feature alignment.

4. Experiments

In this section, we conduct extensive experiments to demon-
strate the effectiveness of our model along with the quanti-
tative and qualitative analyses. Please refer to Appendix for
implementation details and training details.

4.1. Evaluations on Image-Level VL Tasks

Here, we evaluate multi-modal understanding abilities of
LION on two kinds of image-level VL tasks, image caption-
ing and VQA. Image captioning requires the model to gen-
erate a text description of the input image. We use COCO
caption [6], TextCaps [39] and Flickr30K [48] as bench-
marks, and report CIDEr as the evaluation metric. We uti-
lize greedy search for caption generation. VQA provides an
image along with a specific question for the model, asking
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Table 2. Comparison on REC. “Avg.” means the average of top-1 accuracy over all the 8 evaluation sets.

Model RefCOCO RefCOCO+ RefCOCOg Ave.
val test-A  test-B val test-A  test-B val test
Zero-shot Setting

Kosmos-2 [31] 5232 5742 4726 | 4548 50.73 4224 | 60.57 61.65 | 52.21
GRILL [15] - - - - - - - 47.50 -

Pink [45] 54.10 61.20 4420 | 4390 50.70 35.00 | 59.10 60.10 | 51.00
LION-4B 57.89 56.07 5840 | 46.38 4529 4750 | 64.74 63.56 | 54.98
LION-12B 58.54 5641 5936 | 4593 4573 47.89 | 66.12 64.69 | 55.58

Fune-tuning Setting

OFA-L [42] 79.96  83.67 7639 | 6829 76.00 61.75 | 67.57 67.58 | 72.65
VisionLLM-H [43] - 86.70 - - - - - - -

Shikra-7B [4] 87.01  90.61 80.24 | 81.60 87.36  72.12 | 8227 82.19 | 82.93
Shikra-13B [4] 87.83  91.11 81.81 | 82.89 87.79 7441 | 82.64 83.16 | 83.96
Pink [45] 8830 91.70 84.00 | 81.40 87.50 73.70 | 83.70 83.70 | 84.25
Ferret-7B [47] 8749 9135 8245 | 80.78 87.38  73.14 | 8393 84.76 | 8391
Ferret-13B [47] 8948 9241 8436 | 82.81 88.14 75.17 | 85.83 86.34 | 85.57
MiniGPTv2 [3] 88.69 91.65 8533 | 7997 85.12 7445 | 84.44 84.66 | 84.29
LION-4B 89.73 9229 8482 | 83.60 88.72 7734 | 85.69 85.63 | 85.98
LION-12B 89.80 93.02 8557 | 8395 89.22 78.06 | 8552 85.74 | 86.36

Table 3. The comparison of various strategies in the instruction-
tuning period. “REC Avg.” represents the average score of all
REC tasks. “Held-in” denotes the average score of COCOCap,
TextCaps, OKVQA, and AOKVQA, while “Held-out” means the
average score of Flickr30K, GQA, IconQA, VSR, and VisDial.

Strategy ‘ Image-Level Region-Level
Held-in  Held-out REC Avg.
Single Stage 84.79 60.20 3.78
Stage-wise 88.07 61.91 54.46
w/ Router 87.67 62.16 54.98

for the output as an answer. We evaluate LION on six VQA
datasets, including OKVQA [30], AOKVQA [34], GQA
[14], IconQA [28], Visual Spatial Reasoning [24], and Vi-
sual Dialog (VisDial) [8]. For OKVQA, A-OKVQA, and
GQA, we employ an open-ended generation with a greedy
decoding strategy, For IconQA, Visual Spatial Reasoning,
and Visual Dialog, we match the output with various can-
didates, and select the candidate with the highest value as
the prediction. We report Mean Reciprocal Rank (MRR)
for Visual Dialog, and top-1 accuracy for other VQA tasks.
The detailed descriptions of these datasets and inference in-
structions are presented in Appendix.

As shown in Table 1, LION achieves the best perfor-
mance across 7 out of 9 benchmarks, and the second on
OKVQA. LION shares the same training datasets with In-
structBLIP, except Visual Genome dataset adopted in our
work and the in-house dataset, WebCapkFilt, used in In-
structBLIP. The amount of Visual Genome dataset (3.6M)
is far smaller than WebCapFilt (14M). Compared to the
original InstructBLIP trained with WebCapFilt, LION ex-
hibits superior performances on all zero-shot evaluation
benchmarks, showcasing a better generalization ability. We
also re-implemented InstructBLIP on the same instruction-
tuning datasets. The comparison shows the consistent and
significant improvements of LION over the re-implemented
InstructBLIP, demonstrating the effectiveness of incorpo-

rating dual-level visual knowledge. Shikra, MiniGPTV2
and Pink are also integrated with visual grounding abilities.
Their inferior results on most image-level VL tasks exhibit
that our proposed stage-wise instruction-tuning strategy and
soft prompting of high-level semantic knowledge help en-
hance holistic visual understanding abilities of MLLMs.

4.2. Evaluations on Region-Level VL Tasks

To assess the fine-grained perceptual and reasoning abilities
of LION, we evaluate it on three REC datasets, RefCOCO
[16], RefCOCO+ [16], RefCOCOg [29]. REC requires the
model to locate the target object given a referring expres-
sion. We follow the standard setting, and use accuracy as an
evaluation metric, which means it is correct when the IOU
between prediction and ground-truth is no less than 0.5.

In Table 2, we show the comparison between LION and
other MLLMs with respect to the grounding abilities, under
the settings of zero-shot and fine-tuning evaluations, respec-
tively. In the zero-shot evaluation setting, we directly em-
ploy LION to generate coordinates of referring expressions
on three datasets. Our model shows significant improve-
ments on most evaluation sets over Kosmos-2 and Pink, ex-
cept test-A sets of RefCOCO and RefCOCO+. The lan-
guages used in RefCOCOg are more flowery than those
used in RefCOCO and RefCOCO+. The significant im-
provements on RefCOCOg clearly demonstrate that LION
can handle complex referring expressions and has superior
zero-shot spatial-aware visual understanding abilities.

In the fine-tuning setting, we fine-tune LION with train-
ing samples from three REC datasets. As shown in Table
2, our model achieves the best performance on average and
on most of the evaluation sets, indicating the advanced fine-
grained perception ability of our model. Ferret proposes
a spatial-aware visual sampler to handle free-form referred
regions, and meticulously constructs an extensive ground-
ing dataset with lots of efforts on data generation and fil-
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Table 4. Ablation studies of dual-level visual knowledge. ‘“VG” means visual grounding tasks. “Held-in” and “Held-out” denote the
training images of tasks are seen and unseen, respectively. “REC Avg.” means the average score of all REC tasks.

Components Held-in ‘ Held-out ‘ REC Ave
VG Tags | COCOCap TextCaps OKVQA AOKVQA | Flickr30K GQA VSR  IconQA  VisDial ’
X X 135.47 104.17 47.38 56.12 83.71 46.34  69.93 52.47 48.75 -
v X 137.87 104.84 51.07 56.90 83.99 4922 73.20 54.67 49.70 54.98
v v 138.20 104.87 51.08 59.98 85.57 49.50 72.96 54.91 50.02 54.92

Table 5. Evaluation of object hallucination on POPE benchmark. F1 score is the major metric for halluciantion evaluation.

Datasets Metrics LION | Shikra [4] InstructBLIP[7] MiniGPT-4 [54] LLaVA [26] mPLUG-Owl [46]
F1-Score T | 88.33 86.19 89.27 80.17 66.64 68.39
Accuracy T | 88.97 86.90 88.57 79.67 50.37 53.97
Random Precision T | 97.12 94.40 84.09 78.24 50.19 52.07
Recall T 81.00 79.27 95.13 82.20 99.13 99.60
F1-Score T | 85.94 83.16 84.66 73.02 66.44 66.94
Accuracy T | 86.77 83.97 82.77 69.73 49.87 50.90
Popular Precision T | 91.69 87.55 76.27 65.86 49.93 50.46
Recall 80.87 79.20 95.13 81.93 99.27 99.40
F1-score 1 84.71 82.49 77.32 70.42 66.32 66.82
Accuracy T | 85.37 83.10 72.10 65.17 49.70 50.67
Adversarial | Precision? | 88.69 85.60 65.13 61.19 49.85 50.34
Recall T 81.07 79.60 95.13 82.93 99.07 99.33
tering. However, LION can achieve superior performances s . wo dsesatr 651648 646
compared to Ferret by using a simple vision aggregator and " :/g fgrega " w0
existing datasets, implying the effectiveness of fine-grained > |00 .. 60
visual knowledge. g e
v
& 50 48.5
4.3. Ablation Study . 2p 483 465

The effect of vision aggregator. We conduct an ablation
study of the vision aggregator with only visual ground-
ing tasks on LION-4B during stage 2 of the stage-wise
instruction-tuning. As illustrated in Fig. 5, the removal of
the vision aggregator degrades REC performances, validat-
ing that aggregating multi-level vision features promotes the
extraction of fine-grained spatial-aware visual knowledge.

Stage-wise instruction-tuning mitigates the conflict be-
tween image-level and region-level tasks. We investi-
gate the performance of two types of VL tasks under three
instruction-tuning strategies, i.e., single stage, stage-wise,
and stage-wise with a router. As shown in Table 3, the stage-
wise instruction-tuning strategy shows a significant im-
provement on the average REC performance, which is com-
pletely damaged in the single stage instruction-tuning. The
worse REC performance of the single stage strategy can be
attributed to the lack of pretraining on large-scale grounding
datasets, like in Kosmos-2 and Shikra, and the gap of their
input-output modes. To address these challenges, stage-
wise training progressively integrates fine-grained spatial-
aware knowledge from visual grounding datasets by split-
ting the whole instruction-tuning process into three stages.
The model can sufficiently learn diverse levels of visual
knowledge in separate training stages (stages 1 and 2),
and incorporate them in the final training stage (stage 3
in Fig. 3). This contributes to the performance improve-
ments of all VL tasks. Furthermore, stage-wise instruction-

Ref_val

Ref testA Ref_testB Ref+_val Ref+_testA Ref+_testB Refg_val Refg_test Average
Evaluation Sets

Figure 5. The effect of the vision aggregator. The results on Re-
fCOCO, RefCOCO+, and RefCOCOg clearly show that the pro-
posed module can overall improve REC performances across 8
evaluation sets.

tuning with the router improves the held-out and REC per-
formance, with a slight degradation in the held-in perfor-
mance. All these results demonstrate LION’s ability to han-
dle the potential conflict of various VL tasks and maximize
the learning benefit.

Dual-level visual knowledge enhances multimodal un-
derstanding abilities of MLLMs. We evaluate the perfor-
mance of our model integrated with different levels of vi-
sual knowledge on various benchmarks in Table 4. It can be
seen that dual-level visual knowledge can upgrade the per-
formance of all VL tasks to varying degrees. When progres-
sively incorporating fine-grained spatial-aware knowledge,
the performances of four tasks, OKVQA, GQA, IconQA,
and Visual Spatial Reasoning, are significantly improved,
as they highly require region-level understanding and spa-
tial reasoning. When inserting tags as high-level visual ev-
idence, we can see substantial performance increases on
Flickr30K and AOKVQA, which demand more comprehen-
sive semantic knowledge than other tasks, like COCO cap-
tion and OKVQA.
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Table 6. Evaluation on MMBench test set, all the reported results of compared models are from the leadboard of MMBench.

Models Text Encoder Vision Encoder Overall LR AR RR FP-S FP-C CP
MiniGPT-4 [54] Vincuna-7B EVA-G 23.0 13.6 329 8.9 28.8 112 283
PandaGPT [40] Vincuna-13B ImageBind ViT-H/14 42.5 23.1  61.5 34.1 32.7 28.7 57.6
VisualGLM [10] ChatGLM-6B EVA-CLIP 33.5 114 488 277 358 176 415
InstructBLIP [7] Vicuna-7B EVA-G 33.9 216 474 225 330 244  41.1
LLaVA-v1.5 [25] Vicuna-v1.5-7B CLIP ViT-L/14 59.5 324 726 493 623 522 677
Otter-1[19] LLaMA-7B CLIP ViT-L/14 48.3 222 633 394 468 36.4  60.6
Shikra [4] Vincuna-7B CLIP ViT-L/14 60.2 335 69.6 53.1 61.8 504 717
LMEjye [23] FlanT5-XL CLIP ViT-L/14 62.6 41.0 743 559 616 587 69.2
MMICL [53] FlanT5-XXL EVA-G 65.2 443 779 648 66.5 53.6  70.6
mPLUG-OwI2 [44] LLaMA-7B CLIP ViT-L/14 66.0 434 760 62.1 68.6 559 73.0

LION FlanT5-XXL EVA-G 73.4 517 841 784 740 60.8 78.9

What is in the photo?

! instructBLIP €Y
: i boy in karate uniform with white belt and black belts
: i watching him do a kick in a martial arts class at a karate club

InstructBLIP

On which side of the photo are the clay pots?

The pots are on the left of the image.

Visual Question Answering:** --Referring Expression Comprehension- - .

Help me locate the coordinates of a brown bear
e in the image.

Shikra m
The brown bear near a soda bottle is located at
0.002, 0.248, 0.416, 0.760 ]

i i A young boy wearing a white karate uniform is performing a
 tkick in front of a yellow wall, with the word "Kwon" written
: i on the wall behind him.

The potsre on the right of the image.

The brown bear near a soda bottle is located at
0.550, 0.387, 0.920, 0.867 ]

Figure 6. Qualitative comparison of InstructBLIP @, Shikra &, and LION €. We mark the hallucination or incorrect part in red, and
highlight the correct part in green for comparison. These samples exhibit that LION is able to achieve superior fine-grained understanding
and visual spatial reasoning capabilities with fewer hallucinated responses.

4.4. Evaluations on Object Hallucination and MM-
Bench

Li et al. [22] present an open-sourced evaluation bench-
mark, called POPE, to evaluate the object hallucination
[33]. We follow the POPE evaluation pipeline to inspect
LION. The results in Table 5 show that LION has superior
results, especially under popular and adversarial settings,
which means that incorporating fine-grained and high-level
semantic visual knowledge into MLLM can mitigate the
object hallucination to some degree. To comprehensively
validate the effectiveness of our method, we further eval-
uate LION on MMBench [27]. The results are summa-
rized in Table 6. Our strong performances across various
skills demonstrate that the progressive incorporation of fine-
grained knowledge significantly alleviates the hallucination
phenomenon in MLLM:s.

4.5. Qualitative Analysis

As shown in Fig. 6, we depict various examples to validate
the advanced perceptual and reasoning abilities of LION.
The left example exhibits our superior fine-grained under-
standing capability to correctly generate the right attributes

“white”, “yellow” and the character “Kwon”. The middle

example validates the advantage of our model in visual spa-
tial reasoning. The right example shows that LION accu-
rately localizes the referring object, while Shikra provides
an incorrect response caused by the misunderstanding of
fine-grained details “a soda bottle”.

5. Conclusion

To address the insufficient extraction and reasoning of vi-
sual information in MLLMs, we propose LION to exploit
dual-level visual knowledge, i.e., fine-grained spatial-aware
visual knowledge and high-level semantic visual evidence.
To mitigate the internal conflict among tasks, LION adopts
a stage-wise instruction-tuning strategy. Extensive experi-
ments validate the superiority of LION in image captioning,
VQA, and visual grounding tasks.
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