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Abstract

Neural Radiance Field (NeRF) has been widely recog-
nized for its excellence in novel view synthesis and 3D
scene reconstruction. However, their effectiveness is in-
herently tied to the assumption of static scenes, rendering
them susceptible to undesirable artifacts when confronted
with transient distractors such as moving objects or shad-
ows. In this work, we propose a novel paradigm, namely
“Heuristics-Guided Segmentation” (HuGS), which signifi-
cantly enhances the separation of static scenes from tran-
sient distractors by harmoniously combining the strengths
of hand-crafted heuristics and state-of-the-art segmentation
models, thus significantly transcending the limitations of
previous solutions. Furthermore, we delve into the metic-
ulous design of heuristics, introducing a seamless fusion
of Structure-from-Motion (SfM)-based heuristics and color
residual heuristics, catering to a diverse range of texture
profiles. Extensive experiments demonstrate the superiority
and robustness of our method in mitigating transient dis-
tractors for NeRFs trained in non-static scenes. Project
page: https://cnhaox.github.io/NeRF-HuGS/

1. Introduction
Neural Radiance Fields (NeRF) [29] have garnered signif-
icant attention for their remarkable achievements in novel
view synthesis. Utilizing multiple-view images, NeRF con-
ceptualizes the 3D scene as a neural field [54] and produces
highly realistic renderings through advanced volume ren-
dering techniques. This capability has opened the door to
a wide array of downstream applications including 3D re-
construction [22, 43, 48], content generation [23, 33, 36],
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Figure 1. Comparison between previous methods and the
proposed Heuristics-Guided Segmentation (HuGS) paradigm.
When training NeRF with static scenes disturbed by transient
distractors, (a) segmentation-based methods rely on prior knowl-
edge and cannot identify unexpected transient objects (e.g., pizza);
(b) heuristics-based methods are more generalizable but inaccu-
rate (e.g., tablecloth textures); (c) our method combines their
strengths and produces highly accurate transient vs. static sepa-
rations, thereby significantly improving NeRF results.

semantic understanding [14, 42, 58], etc.
However, the images used as NeRF training data must

meet several strict conditions, one of which is the require-
ment for content consistency and stability. In other words,
the native NeRF model operates under the assumption of a
static scene. Any elements that exhibit motion or inconsis-
tency throughout the entire data capture session, which we
refer to as “transient distractors”, can introduce undesirable
artifacts into the reconstructed 3D geometry. However, the
presence of transient distractors is nearly inevitable in real-
world scenarios. For instance, in outdoor settings, random
appearances of pedestrians and vehicles may occur during
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image acquisition, while indoor shooting may be affected
by shadows cast by the photographer. Furthermore, man-
ually removing these transient distractors from a substan-
tial number of images is a challenging and time-consuming
task, often necessitating pixel-by-pixel labeling.

To mitigate the effects of transient distractors, previous
research has explored two main paradigms. One paradigm
involves leveraging pre-trained segmentation models to de-
tect transient distractors [12, 26, 38, 43, 45, 47]. Although
it can produce accurate results, this approach exhibits lim-
ited generality as it relies on additional prerequisites of prior
knowledge (e.g., semantic classes of transient objects). The
other strategy aims to separate transient distractors from
static scenes through the application of hand-crafted heuris-
tics [7, 15, 17, 18, 28, 40]. Nonetheless, this approach often
yields imprecise or erroneous results, primarily attributed
to the intricate nature of heuristic design and the inherent
ill-posedness of existing heuristics.

In this work, we take the best of both worlds and propose
a novel paradigm called “Heuristics-Guided Segmentation”
(HuGS) to maximize the accuracy of static vs. transient ob-
ject identification for NeRF in non-static scenes (Fig. 1).
The rationale of our approach lies in the principle embodied
in the British idiom “horses for courses”, emphasizing the
alignment of talents with tasks. Specifically, our paradigm
harnesses the collective strengths of i) hand-crafted heuris-
tics, adept at discerning rough indicators of static elements,
and ii) contemporary segmentation models, like the Seg-
ment Anything Model (SAM) [16] renowned for their abil-
ity to delineate precise object boundaries. Furthermore,
we delve deeply into the design of heuristics and suggest
a seamless fusion of i) our newly devised Structure-from-
Motion (SfM)-based heuristics, which efficiently identify
static objects characterized by high-frequency texture pat-
terns, with ii) the color residual heuristics derived from
a partially trained Nerfacto [46], which excel at detecting
static elements marked by low-frequency textures. This tai-
lored integration of heuristics empowers our method to ro-
bustly encompass the full spectrum of static scene elements
across a diverse range of texture profiles. Extensive exper-
iments have demonstrated the superiority of our method.
Our contributions can be summarized as follows:
• We propose a novel paradigm called “Heuristics-Guided

Segmentation” for improving NeRF trained in non-static
scenes, which takes the best of both hand-crafted heuris-
tics and state-of-the-art segmentation models to accu-
rately distinguish static scenes from transient distractors.

• We delve into heuristic design and propose the seamless
fusion of SfM-based heuristics and color residual ones to
capture a wide range of static scene elements across var-
ious texture profiles, offering robust performance and su-
perior results in mitigating transient distractors.

• Extensive experimental results show that our method pro-

duces sharp and accurate static vs. transient separation re-
sults close to the ground truth, and significantly improves
NeRFs trained in non-static scenarios.

2. Related Work

NeRF [29] has recently emerged as a promising solution
to synthesizing novel photo-realistic views from multiple
images, which is a long-standing problem in computer vi-
sion. Although numerous methods [1–3, 32, 56] have been
proposed to improve its synthesis quality and training effi-
ciency, most of them assume that the scenes to be recon-
structed are static and are therefore not suitable for many
real-world scenes (e.g., tourist attractions).

NeRF in Non-static Scenes. In general, there are two major
types of non-static scenes that present challenges for NeRF:
i) Dynamic scenes that change over time, where the model
needs to render consistent novel views of the scene as it
evolves [10, 19, 21, 26, 34, 35, 53], e.g., scenes with mov-
ing objects or environmental effects like lighting or weather
changes. ii) Static scenes disturbed by transient distrac-
tors, where the model should exclude dynamic objects like
tourists walking through static attractions as background
scenes. Our work focuses on ii), where existing solutions
can be roughly grouped into two main paradigms:
• Segmentation-based methods [12, 26, 38, 43, 45, 47] use

pre-trained semantic or video segmentation models to
identify transient distractors vs. static scenes and use the
information obtained to facilitate NeRF training. These
models can produce accurate results but have some key
limitations: i) They require additional priors like the se-
mantic class of transient distractors or the temporal rela-
tionships of the images as video frames, which are hard to
satisfy in practice as it is intractable to enumerate all pos-
sible distractor classes, and images may be unordered. ii)
Semantic segmentation cannot distinguish between static
and transient objects of the same class.

• Heuristics-based methods [7, 15, 17, 18, 28, 40] use hand-
crafted heuristics to separate transient distractors from
static scenes during NeRF training, making themselves
more generalizable as they require no prior. However,
heuristics that enable accurate separation are difficult to
design. For example, NeRF-W [28] observes that the den-
sity of transient objects is usually small and uses this to
regularize NeRF training. However, it can easily produce
foggy residuals with small densities that are not transient
objects. RobustNeRF [40] distinguishes transient pixels
from static ones through color residuals as transient pixels
are more difficult to fit during NeRF training. However,
high-frequency details of static objects are also difficult
to fit, causing RobustNeRF to easily ignore them when
dealing with transient distractors.

In our work, we propose a new paradigm called HuGS that
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Figure 2. Pipeline of HuGS. (a) Given unordered images of a static scene disturbed by transient distractors as input, we first obtain two
types of heuristics. (b) SfM-based heuristics use SfM to distinguish between static (green) and transient features (red). The static features
are then employed as point prompts to generate dense masks using SAM. (c) Residual-based heuristics are based on a partially trained
NeRF (i.e., trained for several thousands of iterations) that can provide reasonable color residuals. (d) Their combination finally guides
SAM again to generate (e) the static map for each input image.

takes the best of both worlds. In short, we match talents
to tasks and propose to use heuristics only as rough cues to
guide the segmentation and produce highly accurate tran-
sient vs. static separations that are close to the ground truth.
We also investigate heuristics design and propose to use a
combination of heuristics based on color residuals and SfM.
SfM in NeRF. SfM is a technique for reconstructing the
corresponding 3D geometry from a set of 2D images. In
NeRF, SfM is typically used to estimate the camera pose of
an image. Recent works have also used it to estimate the
scene depth [43], locate target objects [49, 55] or initialize
the set of 3D Gaussians [13]. In addition to estimating cam-
era poses, our method also uses SfM to design novel heuris-
tics for static vs. transient object identification. Specifically,
we leverage the insight that only feature points belonging to
static scene elements can be reliably matched and triangu-
lated across multiple views in the SfM pipeline. To the best
of our knowledge, we are the first to exploit this property of
SfM for NeRF in non-static scenes.

3. Preliminaries
Let I = {Ii | i = 1, 2, . . . , NI } be a set of multi-view input
images with transient objects, we have:

Structure-from-Motion (SfM). SfM first extracts a set of
2D local feature points Fi for each Ii:

Fi =
{(

xj
i , f

j
i

)
| j = 1, 2, . . . , NFi

}
, (1)

where f ji is an appearance descriptor and xj
i ∈ R2 denotes

its coordinates in Ii. Then, SfM uses the Fi of all images
to reconstruct a sparse point cloud C representing the 3D
structure of the target scene, where the correspondence be-
tween 2D feature points (i.e., matching points) in different

images is determined by whether or not they correspond to
the same 3D point in C. For each 2D feature point

(
xj
i , f

j
i

)
,

we denote the number of its matching points in I as nj
i .

Neural Radiance Field (NeRF). In short, NeRF represents
a static scene with a multi-layer perceptron (MLP) parame-
terized by θ. Specifically, given a 3D position p ∈ R3 and
its viewing direction d ∈ S2, NeRF outputs its correspond-
ing color c ∈ R3 and density σ ∈ R as:

(c, σ) = MLP(p,d;θ). (2)

This allows NeRF to render each pixel color Ĉ(r) in a 2D
projection by applying volume rendering along its corre-
sponding camera ray r with multiple sample points. During
training, the parameters θ are optimized by minimizing the
error between Ĉ(r) and the ground truth color C(r) in input
images using loss function:

L(r) = Lrecon(Ĉ(r),C(r)), (3)

where Lrecon is a reconstruction loss whose popular choices
include the MSE loss and the Charbonnier loss [5].

NeRF in Static Scenes. Let Mi be the static map corre-
sponding to image Ii which labels pixels of transient objects
with 0 and pixels of static objects with 1, we modify Eq. 3
in a straightforward way by using Mi as the loss weight to
avoid the interference of transient pixels:

L(r) = M(r)Lrecon(Ĉ(r),C(r)), (4)

where we omit i and use r instead for simplicity.

4. Method
As Eq. 4 implies, the more accurate the static maps Mi

are, the higher the quality of the trained NeRF. To max-
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Figure 3. Performance of HuGS using existing heuristics. (a)
is an example training image with a moving red car, and (d) is its
segmentation result using SAM. (b, e) are heuristic maps obtained
from different partially trained models. (c, f) are static maps pro-
duced by our method, where inaccurate heuristics may lead to in-
correct results (NeRF-W).

imize the accuracy of Mi, we follow the British idiom
“horses for courses”, which suggests matching talents to
tasks, and approach the problem through a novel framework
called Heuristics-Guided Segmentation (HuGS) (Sec. 4.1).
As Fig. 2 shows, HuGS combines the strengths of both
hand-crafted heuristics in identifying coarse cues of static
objects and the capabilities of state-of-the-art segmenta-
tion models in producing sharp and accurate object bound-
aries. Furthermore, we conduct an in-depth analysis of the
choice of heuristics (Sec. 4.2). Our solution combines novel
SfM-based heuristics, which effectively identify static ob-
jects with high-frequency texture patterns, with the color
residual heuristics from a partially trained Nerfacto [46],
which excel at detecting static objects characterized by low-
frequency textures. This tailored integration of heuristics al-
lows our method to robustly capture the full range of static
scene elements across diverse texture profiles.

4.1. Heuristics-Guided Segmentation (HuGS)

While humans can easily distinguish between transient and
static objects, providing a rigorous mathematical definition
of this distinction has proven elusive thus far due to the high
diversity of real-world scenes. To this end, the most effec-
tive existing solutions rely heavily on hand-crafted heuris-
tics to make this distinction. For example, NeRF-W [28]
employs the heuristics that transient objects usually have
lower density than their static counterparts and incorpo-
rates this as a regularization term during NeRF training;
RobustNeRF [40] leverages the observation that transient
objects are typically harder to fit during optimization and
uses it to produce the static maps used in Eq. 4. However,
despite their success, these methods implicitly make the
strong assumption that distinguishing between transient and
static rays/pixels can be determined solely based on simple
hand-crafted heuristics, which does not hold up while han-

(a) Training Image (b) Quantile = 0.7 (c) Quantile = 0.9

Figure 4. Performance of RobustNeRF vs. transient objects of
different sizes. Transient distractors in the training images are
framed in white. A lower quantile (threshold) causes the model
to miss small-sized static objects, while a higher quantile prevents
the removal of large-sized transient objects.

dling the diverse shapes and appearances of real-world ob-
jects. As a result, these methods are prone to produce errors
and/or ambiguous object boundaries (Figs. 3b and 3e).

To address this limitation, we propose a novel framework
HuGS that avoids fully relying on hand-crafted heuristics to
differentiate between transient and static objects. Instead,
our approach leverages heuristics to provide only rough
hints Hi about potential static objects in each image Ii, and
then refines those imprecise cues into accurate static maps
Mi using the segmentation masks of Ii provided by model
S. Specifically, let S(Ii) = {m1

i ,m
2
i , ...,m

NMi
i }, where

mj
i denotes the segmentation mask of the j-th object (in-

stance) and NMi
is the number of masks, we have:

Mi =
⋃

mj
i , ∀

mj
i ∩Hi

mj
i

≥ Tm, (5)

where Tm is a user-specified threshold and we implement
S using the state-of-the-art SAM [16]. As shown in Fig. 3,
our framework can produce static maps with sharp object
boundaries even when using partially trained (10%) models
of previous methods [28, 40] as heuristics (Figs. 3b and 3e).
However, despite the relaxation, the success of our frame-
work is based on the assumption that rough but accurate Hi

about static objects are available (Figs. 3c and 3f).

4.2. Heuristics Development

To provide rough but accurate heuristics Hi of static ob-
jects, we use a combination of two complementary heuris-
tics, i.e. our novel SfM-based heuristics and the color resid-
ual heuristics from a partially trained Nerfacto [46], which
excel in detecting statics objects with high-frequency and
low-frequency textures respectively.

SfM-based Heuristics. As mentioned above in Sec. 3, SfM
reconstruction relies on matching distinct, identifiable fea-
tures across images. This makes it well-suited for detect-
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Figure 5. Heuristics combination. (b) The SfM-based heuristics
HSfM

i alone captures high-frequency static details (e.g., box tex-
tures) well but misses smooth ones (e.g., white chairs). This could
be complemented by incorporating (e) residual-based heuristics
HCR

i from a (d) Nerfacto with 5k training iterations which does
the opposite (f). Their combination (c) covers the full spectrum of
static scenes and identifies transient objects (e.g., pink balloon).

ing objects characterized by high-frequency textures, since
these distinctive textures provide abundant unique features
to match. To distinguish between static and transient ob-
jects, our SfM-based heuristics share a similar high-level
intuition to previous methods in that transient objects are
considered a minority compared to static ones and their po-
sitions are constantly changing. However, ours has a differ-
ent interpretation of “minority”. Specifically, our method
defines it as the frequency of occurrence across input im-
ages, which aligns well with the temporal meaning of “tran-
sient”. In contrast, NeRF-W [28] and RobustNeRF [40]
interpret “minority” in terms of total density or quantile
of color residual respectively, which relate more to spatial
area coverage. As a result, their methods struggle with tran-
sient objects of varying sizes (Fig. 4), since the area-based
definitions do not fully capture the temporal aspect of iden-
tifying transient objects. Recalling the definition of nj

i (the
number of matching points) and NI (the number of input
images) in Sec. 3, we have the following observation:

Observation 1. The SfM features of static objects have
much larger nj

i than those of transient ones in image Ii.

Note that the already smaller nj
i of transient objects could

be further reduced by their constantly changing positions
(i.e., less likely to get matched during SfM reconstruction),
making them easier to distinguish. Accordingly, we set a
threshold TSfM to obtain set Xi of the coordinates of static
feature points for each image Ii:

Xi =

{
xj
i

∣∣∣∣∣ xj
i ∈ Fi and

nj
i

NI
≥ TSfM

}
. (6)

where we set TSfM based on nj
i

NI
rather than nj

i as the for-
mer better represents the frequency of occurrence across

the whole scene. However, Xi is a relatively sparse point
set, so we need to convert it to a pixel-wise static map for
NeRF training. Fortunately, SAM [16] is a promptable seg-
mentation model that can accept points as prompts and out-
put their corresponding segmentation masks. Therefore, we
feed Xi into SAM to obtain heuristics HSfM

i , which is a
static map where a pixel value of 1 means that it belongs to
a static object and 0 means that it is a transient one.

Combined Heuristics. Although effective, our SfM-based
heuristics HSfM may neglect low-frequency static objects
due to their lack of distinctive features (Fig. 5). To address
this limitation, we propose an integrated approach that in-
corporates the complementary strength of another heuristic:
the color residual of a partially trained Nerfacto [46], which
effectively identifies smooth transient objects but struggles
with textured objects. Specifically, we first train a Nerfacto
for several thousands of iterations and construct its color
residual map Ri using the color residual for each ray r as
ϵ(r) = ∥Ĉ(r) − C(r)∥2. We then combine HSfM

i with
residual-based heuristics HCR

i to get heuristics Ĥi:

Ĥi = HSfM
i ∪HCR

i , (7)

where HCR
i = Ri ≤ mean(Ri). While in practice, our

HSfM
i may occasionally incorrectly include some transient

objects due to misclassification of feature points or SAM
segmentation errors. To eliminate them, we apply an upper
bound defined by ĤCR

i to Eq. 7 as additional insurance:

Hi = Ĥi ∩ ĤCR
i , (8)

where ĤCR
i = Ri ≤ quantile(Ri, TCR). TCR is a high

threshold that ensures ĤCR
i include all static objects.

Remark. We use Nerfacto [46] to generate residual maps
as it can be trained quickly with much fewer computational
resources and still producing reasonable results (Fig. 5). Al-
though relatively low, this level of performance is sufficient
to satisfy our requirement for rough heuristic cues, which
further demonstrates the superiority of our paradigm.

5. Experiments
5.1. Experimental Setup

Datasets. We use three datasets in our experiments:
• Kubric Dataset [53]. Generated by Kubric [11], this syn-

thetic dataset contains five scenes with simple geometries
placed in an empty room. The frames have temporal re-
lationships and a subset of geometries serves as transient
distractors that move between frames.

• Distractor Dataset [40]. This real-world dataset has four
controlled indoor scenes with 1-150 distractors per scene.

• Phototourism Dataset [28]. This real-world dataset has
scenes of four cultural landmarks, each with photos col-
lected online containing various transient distractors. The
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Method Car Cars Bag Chairs Pillow Avg.
PSNR↑ SSIM↑ LPIPS↓ PSNR↑ SSIM↑ LPIPS↓ PSNR↑ SSIM↑ LPIPS↓ PSNR↑ SSIM↑ LPIPS↓ PSNR↑ SSIM↑ LPIPS↓ PSNR↑ SSIM↑ LPIPS↓

Nerfacto [46] 30.71 .862 .227 29.50 .809 .316 31.32 .917 .103 27.41 .811 .258 29.86 .906 .148 29.76 .861 .210
Mip-NeRF 360 [2] 26.67 .846 .238 28.88 .822 .281 32.81 .948 .053 27.07 .839 .179 29.66 .919 .123 29.02 .875 .175

NeRF-W [28] 29.44 .901 .124 28.34 .867 .186 34.49 .946 .045 22.75 .826 .187 29.04 .915 .142 28.81 .891 .137
HA-NeRF [7] 28.69 .915 .124 31.95 .903 .143 38.48 .969 .021 33.48 .922 .071 31.66 .946 .083 32.85 .931 .089
D2NeRF [53] 34.03 .874 .099 33.67 .844 .123 33.77 .889 .118 32.77 .875 .113 29.49 .907 .139 32.75 .878 .118
RobustNeRF [40] 37.31 .968 .040 40.52 .963 .047 40.50 .976 .026 38.56 .958 .037 41.31 .980 .028 39.64 .969 .036

Ours (Nerfacto) 39.49 .964 .042 39.95 .958 .045 41.39 .980 .017 38.48 .962 .036 42.70 .982 .025 40.40 .969 .033
Ours (Mip-NeRF 360) 39.75 .972 .036 40.74 .966 .046 42.32 .983 .019 39.32 .968 .033 43.90 .986 .023 41.21 .975 .032

C
ar

Test Image NeRF-W HA-NeRF D2NeRF RobustNeRF Ours (Mip-NeRF 360)

Figure 6. Quantitative and qualitative results on the Kubric dataset. The 1st, 2nd and 3rd best results are highlighted. Quantitatively,
our method not only significantly improves the performance of Nerfacto and Mip-NeRF 360, but also helps Mip-NeRF 360 outperform the
previous methods and become the SOTA. Qualitatively, our method can better preserve static details while ignoring transient distractors.

Method Statue Android Crab BabyYoda Avg.
PSNR↑ SSIM↑ LPIPS↓ PSNR↑ SSIM↑ LPIPS↓ PSNR↑ SSIM↑ LPIPS↓ PSNR↑ SSIM↑ LPIPS↓ PSNR↑ SSIM↑ LPIPS↓

Nerfacto [46] 18.21 .591 .336 21.34 .617 .226 26.62 .864 .135 22.06 .697 .267 22.06 .692 .241
Mip-NeRF 360 [2] 19.86 .690 .233 21.81 .695 .176 29.25 .918 .086 23.75 .770 .216 23.67 .768 .178

NeRF-W [28] 18.91 .616 .369 20.62 .664 .258 26.91 .866 .157 28.64 .752 .260 23.77 .725 .261
HA-NeRF [7] 18.67 .616 .367 22.03 .706 .203 28.58 .901 .116 29.28 .779 .208 24.64 .750 .224
RobustNeRF [40] 20.60 .758 .154 23.28 .755 .126 32.22 .945 .060 29.78 .821 .155 26.47 .820 .124

Ours (Nerfacto) 19.18 .703 .183 22.59 .720 .120 32.11 .939 .033 28.77 .802 .087 25.66 .791 .106
Ours (Mip-NeRF 360) 21.00 .774 .135 23.32 .763 .123 34.16 .956 .032 30.70 .834 .124 27.29 .832 .103

B
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yY
od

a
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Test Image Mip-NeRF 360 NeRF-W HA-NeRF RobustNeRF Ours (Mip-NeRF 360)

Figure 7. Quantitative and qualitative results on the Distractor dataset. The 1st, 2nd and 3rd best results are highlighted. Our method
applied to Mip-NeRF 360 is the best in most quantitative results, with our method applied to Nerfacto leading the rest. Qualitatively, our
method captures scene details better compared to other baselines, which suffer from missing or disturbed details.
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Method Brandenburg Gate Sacre Coeur Taj Mahal Trevi Fountain Avg.
PSNR↑ SSIM↑ LPIPS↓ PSNR↑ SSIM↑ LPIPS↓ PSNR↑ SSIM↑ LPIPS↓ PSNR↑ SSIM↑ LPIPS↓ PSNR↑ SSIM↑ LPIPS↓

Nerfacto [46] 24.69 .890 .132 21.09 .819 .169 22.80 .804 .237 22.63 .748 .195 22.80 .815 .183
Mip-NeRF 360 [2] 25.59 .904 .121 21.46 .818 .175 24.33 .828 .202 23.25 .767 .189 23.66 .829 .172

NeRF-W [28] 23.62 .851 .171 19.75 .749 .233 22.23 .772 .317 20.80 .664 .299 21.60 .759 .255
HA-NeRF [7] 23.93 .881 .140 19.85 .808 .175 20.70 .811 .234 20.07 .713 .223 21.14 .803 .193
RobustNeRF [40] 25.79 .923 .094 20.94 .852 .137 24.64 .859 .173 23.58 .785 .170 23.73 .855 .144

Ours (Nerfacto) 25.99 .919 .087 22.03 .856 .132 24.06 .836 .198 22.90 .770 .173 23.74 .845 .147
Ours (Mip-NeRF 360) 27.17 .929 .083 22.23 .862 .124 24.92 .857 .176 23.41 .788 .165 24.43 .859 .137
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Test Image Mip-NeRF 360 NeRF-W HA-NeRF RobustNeRF Ours (Mip-NeRF 360)

Figure 8. Quantitative and qualitative results on the Phototourism dataset. The 1st, 2nd and 3rd best results are highlighted. Note that
the main content of test images in this dataset is the upper part of the building, which is less affected by transient distractors (e.g., tourists).
Thus, our method brings less improvement but still yields competitive results against the SOTA.

landmark and distractor appearances vary across images
due to shooting differences.

Implementation Details. Please see the supplementary
materials for more details.
• HuGS. We use COLMAP [41] for SfM reconstruction

and SAM [16] as the segmentation model. COLMAP
uses SIFT [27] to extract image features, and we set
COLMAP’s parameters to default values. We set Tm to
a common 0.5. The values of TSfM and TCR depend on
the complexity of the scene, so we empirically set them to
0.2 and 0.9 for Kubric, 0.01 and 0.95 for Distractor, 0.01
and 0.97 for Phototourism datasets.

• NeRF Training. We apply our method to two baseline
NeRF models, Nerfacto [46] and Mip-NeRF 360 [2], to
show its generalizability. We did not test it on the vanilla
NeRF [29] because the vanilla NeRF has difficulty han-
dling the unbounded scenes in the Distractor dataset [2].

5.2. Evaluation on View Synthesis

Baselines. In addition to baseline models, we compare our
method to three other state-of-the-art heuristics-based meth-
ods: NeRF-W [28], HA-NeRF [7] and RobustNeRF [40],
which design heuristics based on scene density, pixel vis-
ible possibility, and color residuals, respectively. We also
compare our method to D2NeRF [53] on the Kubric dataset,
which is a dynamic NeRF that works well on monocular
videos. Segmentation-based methods are not included in
our comparison because they rely on priors of transient dis-
tractors, which cannot be satisfied in most scenes.

Comparisons. Both the above models and ours are trained
on images disturbed by transient distractors and evaluated

on images with only static scenes. We report image synthe-
sis qualities based on PSNR, SSIM [50] and LPIPS [57].
• Kubric dataset (Fig. 6). Compared to the native ones, ap-

plying our method leads to substantial PSNR improve-
ments of 8.78 to 12.84dB for Nerfacto, and 9.51 to
14.24dB for Mip-NeRF 360. Our method achieves this by
generating high-quality static maps that effectively shield
the native models from pixels disturbed by transient dis-
tractors. Compared to the other baselines, our method
achieves the highest quantitative results and maintains a
good balance between ignoring transient distractors and
preserving static details. Specifically, NeRF-W and HA-
NeRF fail due to incorrect decoupling of transient dis-
tractors from the static scenes; D2NeRF and RobustNeRF
achieve better decoupling but lose static details such as
ground textures and the red car.

• Distractor dataset (Fig. 7). The results and conclusions
are similar to those on the Kubric dataset.

• Phototourism dataset (Fig. 8). Its training and test sets
share a unique feature: the landmark main bodies are
not deeply disturbed by transient distractors (e.g. nearby
tourists) and can be well reconstructed even without the
removal of transient distractors. Thus, the improvement
from our method mainly focus on the landmark bound-
aries and is relatively less compared to the above datasets.
Nonetheless, our results remain quantitatively competi-
tive and qualitatively recover more details compared to
prior works. Please see the supplement for more details.

5.3. Evaluation on Segmentation

Baselines. We perform the comparison on the Kubric
dataset, which is synthetic and has ground truth segmen-
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Method Seg. Type Require Prior Car Cars Bag Chairs Pillow Avg.
mIoU↑ F1↑ mIoU↑ F1↑ mIoU↑ F1↑ mIoU↑ F1↑ mIoU↑ F1↑ mIoU↑ F1↑

DeepLabv3+ [6] Semantic ! .604 .378 .578 .293 .501 .048 .564 .239 .535 .149 .556 .221
Mask2Former [8] Semantic ! .664 .520 .622 .376 .513 .071 .707 .561 .653 .377 .632 .381
Grounded-SAM [16, 25] Open-Set ! .888 .877 .640 .406 .755 .671 .603 .373 .851 .828 .747 .631
DINO [4] Video ! .947 .947 .720 .557 .591 .367 .777 .703 .911 .904 .789 .695

NeRF-W [28] / % .682 .575 .584 .328 .526 .099 .547 .298 .557 .296 .579 .319
HA-NeRF [7] / % .869 .852 .823 .724 .813 .771 .729 .595 .819 .766 .811 .742
D2NeRF [53] / % .912 .909 .895 .867 .794 .727 .660 .507 .800 .760 .812 .754
RobustNeRF [40] / % .813 .784 .718 .547 .731 .633 .731 .638 .724 .633 .743 .647

HuGS (Ours) / % .963 .964 .940 .907 .939 .935 .937 .927 .940 .937 .944 .934

C
ar

s

Training Image GT Mask2former DINO HA-NeRF D2NeRF RobustNeRF Ours

Figure 9. Quantitative and qualitative segmentation results on the Kubric dataset. The 1st, 2nd and 3rd best results are highlighted.

tation data. We compare our method with various exist-
ing segmentation models, including semantic segmentation
models [6, 8], open-set segmentation models [16, 25] and
video segmentation models [4]. The baseline NeRF mod-
els mentioned above are also compared by using the static
maps generated after they are fully trained.

Comparisons (Fig. 9). We report segmentation qualities
based on the mIoU and F1 score. Interestingly, we ob-
serve that even when prior knowledge is provided, the per-
formance of existing segmentation models is limited be-
cause they are not designed for this specific task. On the
other hand, heuristics-based methods can roughly localize
transient distractors but cannot provide accurate segmenta-
tion results. By combining heuristics and the segmentation
model together, our method takes the best of both worlds
and can accurately segment transient distractors from static
scenes without any prior knowledge.

Verification of Observation 1. Please see the supplemen-
tary materials for additional experiments in which we verify
the correctness of Observation 1.

5.4. Ablation Study

Based on Nerfacto, we remove different components of our
method to study their effects on two different datasets. As
shown in Fig. 10, method (a) without any static maps, i.e.,
the native Nerfacto, performs the worst. Using SfM-based
heuristics or residual-based heuristics alone has limited im-
provement because the former cannot capture smooth sur-
faces and the latter has difficulty handling high-frequency
details. The complete method (f), which combines them
with the segmentation model, achieves the best results.

HSfM HCR SAM Kubric (Avg.) Distractor (Avg.)
PSNR↑ SSIM↑ LPIPS↓ PSNR↑ SSIM↑ LPIPS↓

(a) - - - 29.76 .861 .210 22.06 .692 .241
(b) ! - - 38.14 .962 .054 25.67 .788 .108
(c) - ! - 39.86 .967 .036 24.95 .767 .146
(d) - ! ! 40.12 .968 .033 24.58 .779 .126
(e) ! ! - 40.11 .968 .035 25.40 .786 .116
(f) ! ! ! 40.40 .969 .033 25.66 .791 .106

Test Image (b) (c) (d) (e) (f)

Figure 10. Ablation results. The patches in blue frames denote
the smooth wall, and those in yellow frames denote complex tex-
tures. The 1st, 2nd and 3rd best results are highlighted.

6. Conclusions

In this work, we propose a novel heuristics-guided
segmentation paradigm that effectively addresses the
prevalent issue of transient distractors in real-world NeRF
training. By strategically combining the complementary
strengths of hand-crafted heuristics and state-of-the-art
semantic segmentation models, our method achieves
highly accurate segmentation of transient distractors across
diverse scenes without any prior knowledge. Through
meticulous heuristic design, our method can capture both
high and low-frequency static scene elements robustly.
Extensive experiments demonstrate the superiority of
our approach over existing methods. Please see the
supplementary details for limitations and future work.
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