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Abstract

Zero-shot learning (ZSL) recognizes the unseen classes
by conducting visual-semantic interactions to transfer se-
mantic knowledge from seen classes to unseen ones, sup-
ported by semantic information (e.g., attributes). However,
existing ZSL methods simply extract visual features using a
pre-trained network backbone (i.e., CNN or ViT), which fail
to learn matched visual-semantic correspondences for rep-
resenting semantic-related visual features as lacking of the
guidance of semantic information, resulting in undesirable
visual-semantic interactions. To tackle this issue, we pro-
pose a progressive semantic-guided vision transformer for
zero-shot learning (dubbed ZSLViT). ZSLViT mainly consid-
ers two properties in the whole network: i) discover the
semantic-related visual representations explicitly, and ii)
discard the semantic-unrelated visual information. Specif-
ically, we first introduce semantic-embedded token learn-
ing to improve the visual-semantic correspondences via
semantic enhancement and discover the semantic-related
visual tokens explicitly with semantic-guided token atten-
tion. Then, we fuse low semantic-visual correspondence
visual tokens to discard the semantic-unrelated visual in-
formation for visual enhancement. These two operations
are integrated into various encoders to progressively learn
semantic-related visual representations for accurate visual-
semantic interactions in ZSL. The extensive experiments
show that our ZSLViT achieves significant performance
gains on three popular benchmark datasets, i.e., CUB, SUN,
and AWA2.

1. Introduction
Zero-shot learning (ZSL), aiming to recognize unseen

classes by exploiting the intrinsic semantic relatedness be-
tween seen and unseen categories during training [26, 28,
38, 56], has achieved significant progress. Inspired by the
way humans learn unknown concepts, semantic information
(e.g., attributes [27]) shared by seen and unseen classes is
employed to support knowledge transfer from seen classes

to unseen ones. Targeting this goal, ZSL conducts effective
visual-semantic interactions between visual and semantic
spaces to align them. For example, discovering the seman-
tic representations in visual spaces and matching them with
the semantic information. As such, exploring the shared se-
mantic knowledge between the visual and semantic spaces
is essential.

Existing ZSL methods [2, 3, 9, 11–13, 25, 31, 35, 46, 49,
51, 52] typically take a network backbone (convolutional
neural network (CNN) or vision Transformer (ViT)) pre-
trained on ImageNet [42] to extract visual features. How-
ever, the network backbone fails to learn matched visual-
semantic correspondences for representing semantic-related
visual features, because they lack sufficient guidance of se-
mantic information, as shown in Fig. 1(a). As shown in
Fig. 1(c1), the CNN backbone learns the representations
focused on the meaningless background information or the
whole object. Although some methods adopt the attention
mechanism to enhance the CNN visual features via attribute
localization [8, 9, 33, 37, 52, 53, 58], they only obtain the
sub-optimal visual representations as the visual spaces are
almost fixed after the CNN backbone learning.

Thanks to the strong capability of modeling long-range
association of whole image, some methods simply take the
pre-trained ViT to extract visual features for ZSL tasks
[2, 3, 13, 31, 35] and achieve better performance than CNN
features-based ZSL methods. Unfortunately, they local-
ize the semantic attribute incorrectly without explicit guid-
ance of semantic information, which also fails to represent
the correspondences between visual-semantic features, as
shown in Fig. 1(c2). Therefore, the visual features learned
by CNN or ViT backbone cannot be well related to their
corresponding semantic attributes (e.g., the ‘neck color yel-
low’ of Yellow Headed Blackbird), resulting in undesirable
visual-semantic interactions. Consequently, the semantic
knowledge transferring in ZSL is limited, thus leading to
inferior ZSL performance. As such, properly construct-
ing matched visual-semantic correspondences for learning
semantic-related visual features in the feature extraction
network for advancing ZSL is highly necessary.
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Figure 1. Motivation Illustration. (a) Existing ZSL methods simply take the pre-trained network backbone (i.e., CNN or ViT) to extract
visual features. (b) Our ZSLViT progressively learns semantic-visual correspondences to represent semantic-related visual features in the
whole network for advancing ZSL. (c) The visual feature visualization. (c1) The heat map of visual features learned by CNN backbone
(e.g., ResNet101 [20]) includes the whole object and background, which fail to capture the semantic attributes. (c2) The attention map of
visual features learned by the standard ViT [16], which localizes the semantic attributes incorrectly. (c3) The attention map learned by our
ZSLViT, which discovers the semantic-related visual representations and discards the semantic-unrelated visual information according to
semantic-visual correspondences.

To learn semantic-related visual features for desirable
visual-semantic interactions, we propose a progressive
semantic-guided vision transformer specifically for ZSL,
dubbed ZSLViT. As shown in Fig. 1(b) and (c3), ZSLViT
takes two considerations in the whole network: i) how to
discover the semantic-related visual representations explic-
itly, and ii) how to discard the semantic-unrelated visual
information (e.g., meaningless image backgrounds). We
first introduce a semantic-embedded token learning (SET)
mechanism consisting of a semantic enhancement and a
semantic-guided token attention. The semantic enhance-
ment improves semantic-visual correspondences for visual
tokens via visual-semantic consistency learning and se-
mantic embedding. Accordingly, the semantic-guided to-
ken attention explicitly discovers the semantic-related vi-
sual tokens, which have high visual-semantic correspon-
dences and are preserved into the next layer. Then, we
introduce visual enhancement (ViE) to fuse the visual to-
kens with low visual-semantic correspondences into one
new token for purifying the semantic-unrelated informa-
tion. Thus, the semantic-unrelated visual information is dis-
carded for enhancing visual features. These two operations
are integrated into various encoders to progressively learn
semantic-related visual representations, enabling desirable
visual-semantic interactions for ZSL task. The quantitative
and qualitative results demonstrate the superiority and great
potential of ZSLViT.

Our main contributions can be summarized:

• We propose a progressive semantic-guided visual

transformer, dubbed ZSLViT, which learns matched
visual-semantic correspondences for representing
semantic-related visual representations, enabling ef-
fective visual-semantic interactions for ZSL.

• We introduce semantic-embedded token learning
and visual enhancement to discover the semantic-
related visual representations explicitly and discard the
semantic-unrelated visual information, respectively.

• We conduct extensive experiments on three challeng-
ing benchmark datasets (i.e., CUB [48], SUN [39], and
AWA2 [50]) under both conventional and generalized
ZSL settings. Results show that our ZSLViT achieves
significant improvements and new state-of-the-art re-
sults.

2. Related Works
Zero-Shot Learning. ZSL typically transfers semantic
knowledge from seen classes to unseen ones by conduct-
ing visual-semantic interactions, and thus the unseen classes
can be recognized [1, 6, 11, 18, 19, 49, 51]. There two meth-
ods are typically adopted, i.e., embedding-based methods
[7–9, 13, 23, 31, 32] and generative methods [10, 12, 17, 21,
24, 36, 51]. Embedding-based methods map visual features
into semantic space and match them with their correspond-
ing semantic prototypes by nearest-neighbor matching. The
generative ZSL methods learn a generator conditioned by
the semantic prototypes to synthesize the visual features for
unseen classes, which are utilized to train a supervised clas-
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sifier (e.g., softmax). Different from the generic image clas-
sification task that classifies classes based on the semantic-
unrelated labels, ZSL aims to classify the unseen class sam-
ples according to the semantic prototypes that are repre-
sented by the specific semantic attributes. Thus, discover-
ing semantic-related visual representations and discarding
the semantic-unrelated visual information to conduct effec-
tive semantic knowledge transferring from seen classes to
unseen ones for ZSL is very necessary. These methods
take pre-trained CNN backbone (e.g., ResNet101) to extract
the global visual features, which cannot accurately capture
the semantic information of visual appearances (e.g., the
‘neck color yellow’ of Yellow Headed Blackbird), result-
ing in undesirable visual-semantic interactions for semantic
knowledge transferring. Thus their results are essentially
limited.

Although some methods take attention mechanism [9,
33, 52, 53, 58] to refine the extracted visual features from
CNN backbone, they obtain the sub-optimal visual repre-
sentations as the visual spaces are almost fixed after the
CNN backbone learning. Considering that vision Trans-
former (ViT) [16, 30, 41, 55] has the advantages of learning
implicitly semantic-context visual information using self-
attention mechanisms, in this work, we devise a novel ViT
backbone to progressively learn the semantic-related visual
features under the guidance of semantic information in the
whole network. This encourages the model to conduct ef-
fective visual-semantic interactions in ZSL.
Vision Transformer. Transformers [44] have achieved sig-
nificant progress in computer vision recently due to their
strong capability of modeling long-range relation, e.g., im-
age classification [22], object detection [4], and semantic
segmentation [14]. Vision Transformer (ViT) [16] is the
first pure Transformer backbone introduced for image clas-
sification, and it is further employed for other vision tasks
[41]. Some methods simply take ViT to extract the global
visual features for ZSL tasks [2, 3, 13, 31]. Unfortunately,
they fail to construct matched visual-semantic correspon-
dences explicitly with semantic information and cannot well
explore the potential of ViT for ZSL. In this work, we aim to
design a ViT backbone specifically for advancing ZSL con-
sidering two properties: i) discover the semantic-related vi-
sual representations explicitly, and ii) discard the semantic-
unrelated visual information.

3. Semantic-Guided Vision Transformer
The task of ZSL is formulated as follows. Let we have

Cs seen classes data Ds = {(xs
i , y

s
i )}, where xs

i ∈ X
denotes the i-th sample, and ysi ∈ Ys is its class la-
bel. The Ds is split into a training set Ds

tr and a test-
ing set Ds

te following [50]. Meanwhile, we have Cu un-
seen classes data Du

te = {(xu
i , y

u
i )}, where xu

i ∈ X is
the sample of unseen classes, and yui ∈ Yu is its class
label. Thus, the total class number in one dataset is c ∈

Cs ∪ Cu. The semantic prototypes are represented by vec-
tors. Each vector corresponds to one class. Each semantic
vector zc = [zc(1), . . . , zc(A)]

⊤ ∈ R|A| is with the |A|
dimension, where each dimension is a semantic attribute
value annotated by human. In the conventional ZSL set-
ting (CZSL) setting, we learn a classifier only for unseen
classes (i.e., fCZSL : X → YU ). Differently in generalized
ZSL (GZSL), we learn a classifier for both seen and unseen
classes (i.e., fGZSL : X → YU ∪ YS).

In the following, we introduce our ZSLViT specifically.
As shown in Fig. 2, the novel operations of ZSLViT in-
clude a semantic-embedding token learning (SET) and a
visual enhancement (ViE). These two operations are inte-
grated into various encoders between the multi-head self-
attention and feed-forward network layers to progressively
learn semantic-related visual representations, enabling ac-
curate visual-semantic interactions for ZSL. At the end of
this section, we demonstrate how we perform zero-shot
prediction using the semantic-related visual representations
learned by ZSLViT.

3.1. Semantic-Embedded Token Learning
Semantic-embedded token learning (SET) is employed

to discover semantic-related visual features. SET con-
sists of a semantic enhancement module and a semantic-
guided token attention module. The semantic enhance-
ment explicitly improves the visual-semantic correspon-
dences with visual-semantic consistency learning and se-
mantic embedding. The semantic-guided token attention
discovers the semantic-related visual representations based
on the semantic-enhanced tokens.
Semantic Enhancement. We first conduct visual-semantic
consistency learning based on the visual features and se-
mantic vectors. Here, we take the [cls] token (i.e.,
token[cls] ) as the visual features due to it pays more
attention (i.e., having a larger attention value) on class-
specific tokens to represent one image for classification
[5, 44]. Specifically, we take two multi-layer perceptrons
(MLP), i.e., MLPV 2S and MLPS2V , to map the fea-
tures from visual space to semantic space (i.e., V isual →
Semantic) and from semantic space to visual space (i.e.,
Semantic → V isual), respectively. As such, the
MLPV 2S and MLPS2V can effectively improve their con-
sistency.

V isual → Semantic : z̃ = MLPV 2S(Token[cls]), (1)

Semantic → V isual : T̃ oken[cls] = MLPS2V (z), (2)

where z̃ is the reconstructed semantic vector from visual
space, and T̃ oken[cls] is the reconstructed visual feature
from semantic space. To enable visual-semantic consis-
tency learning, we take a semantic reconstruction loss LSR

and a visual reconstruction loss LV R to guide the optimiza-
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Figure 2. A single ZSLViT encoder. ZSLViT encoder includes a semantic-embedded token learning (SET) and a visual enhancement (ViE)
between the multi-head self-attention and feed-forward network layers. SET improves the visual-semantic correspondences via semantic
enhancement and discovers the semantic-related visual tokens explicitly with semantic-guided token attention. ViE fuses the visual tokens
of low visual-semantic correspondences to discard the semantic-unrelated visual information for visual tokens enhancement. The ZSLViT
encoder are integrated into various layers to progressively learn semantic-related visual representations, enabling effective visual-semantic
interactions for ZSL.

tion of MLPV 2S and MLPS2V , formulated as:

LSR = ∥z − z̃∥1, (3)

LV R = ∥Token[cls]− T̃ oken[cls]∥1. (4)

Notably, we set a larger weight on LV R than LSR as we
mainly aim to enhance semantic information into visual rep-
resentations for subsequent learning. This will also facili-
tate stable optimization for MLPV 2S and MLPS2V .

Considering the semantic vectors are informative at-
tribute representations, we explicitly boost the semantic in-
formation into visual features for semantic enhancement via
semantic embedding. Specifically, we concatenate the re-
constructed visual features from semantic space with the
real visual features Token[cls]:

T̂ oken[cls] = γToken[cls] + (1− γ)MLPS2V (z), (5)

where γ is a combination coefficient, which is set to a rel-
atively large value for progressive enhancement, enabling
stable learning for ZSLViT. T̂ oken[cls] is the semanti-
cally enhanced token, which is served as a new Token[cls]

(i.e., Token[cls] = T̂ oken[cls]) to update the original
Token[cls] for subsequent learning. We should note that
semantic embedding is only used in the training stage but
not in the inference stage.
Semantic-Guided Token Attention. After semantic en-
hancement, we take semantic-guided token attention to
identify the semantic-related and semantic-unrelated visual
tokens based on T̂ oken[cls]. Specifically, we perform the
interaction between the T̂ oken[cls] and other visual tokens,

where the packed outputs of the multi-head self-attention
layer are used as keys (K) and values (V ), and T̂ oken[cls]
is the query vector. It is defined as:

f(x) = Softmax

(
T̂ oken[cls] ·K⊤

√
d

)
V = a · V, (6)

where d is a scaling factor. a = {a1, a2, · · · , an} (n is the
number of input visual tokens in a ZSLViT encoder) is at-
tention scores being visual-semantic correspondences from
[cls] token to other visual tokens. Accordingly, f(x) is a lin-
ear combination of the value vectors V = {v1, v2, · · · , vn}.
Since vi comes from the i-th visual token, the attention
score ai determines how much information of the i-th vi-
sual token is embedded into the output of [cls] token. It is
natural to assume that the visual-semantic correspondence
ai indicates the importance of the i-th token correspond-
ing to the semantic information for visual representations.
To this end, ZSLViT can effectively localize the image re-
gions most relevant to semantic attributes for discovering
the semantic-related visual features, as shown in Fig. 1(c3).

3.2. Visual Enhancement

Visual enhancement (ViE) is devised to discard the
semantic-unrelated visual features for enhancing visual fea-
tures further. According to the visual-semantic correspon-
dences a in Eq. 6, ZSLViT can easily determine the
semantic-related visual tokens (i.e., with the Top-k largest
a, and the indices set denoted as P), and the semantic-
unrelated visual tokens(i.e., with the n − k smallest a, and
the indices set denoted as N ). We take a hyper-parameter
κ = k/n to determine P and N . Since visual-semantic
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interactions in ZSL rely on semantic-related visual infor-
mation, we can preserve the semantic-related visual tokens
and discard the semantic-unrelated visual tokens to alleviate
the negative effects of meaningless visual information (e.g.,
the background of image). Thus the visual features are en-
hanced to enable effective visual-semantic interactions in
ZSL. Considering ZSLViT cannot completely learn the ac-
curate semantic-related visual representation in an encoder
at one time, we fuse the semantic-unrelated visual tokens at
the current stage to supplement semantic-related ones:

T (x) = {f(x)i}Pi=1 ∪
∑
j∈N

ajf(x)j , (7)

T (x) is the semantic-related visual features in the current
encoder and is used for subsequent learning in the feed-
forward network layer and next encoder. Thus, ZSLViT pu-
rifies the visual tokens in various encoders to discard the
meaningless visual information progressively. Meanwhile,
ZSLViT can be effectively lightened to reduce computa-
tional costs, enabling model acceleration.

3.3. Model Optimization

We now introduce the optimization objectives of our ZS-
LViT. First, ZSLViT conducts semantic-embedded token
learning in various layers/encoders (indexed by S), where
include LSR (Eq. 3) and LSR (Eq. 4). Assuming we are
dealing with a minibatch of B samples xi ∈ Ds

tr, it can be
formulated as:

LSET =
1

B

1

S

B∑
i=1

S∑
s=1

(λSRLs
SR(xi) + λV RLs

V R(xi)).

(8)

Further, ZSLViT also trains the prediction module at the
last layer such that it can produce favorable predictions and
fine-tune the backbone to make it adapt to semantic-related
visual feature learning. Since our ZSLViT is an embedding-
based model, we should map the visual features (i.e., the
token[cls] in the last layer) into their corresponding seman-
tic vectors, i.e., ϕ(xi) = Token[cls]⊤WV 2S , where WV 2S

is a learnable mapping matrix. Following [8], we also em-
ploy the attribute-based cross-entropy loss for optimization:

Lpre = − 1

B

B∑
i=1

log
exp (ϕ(xi)× zc)∑

ĉ∈Cs exp (ϕ(xi)× zĉ)
. (9)

Different from existing embedding-based ZSL methods
[2, 3, 7, 8, 53] that take an additional self-calibration loss
to tackle the seen-unseen bias problem [11] during train-
ing, our ZSLViT can automatically avoid this issue as the
discovered semantic-related visual features have good gen-
eralization from seen classes to unseen ones.

To this end, the overall loss function of ZSLViT is de-
fined as:

LZSLViT = LSET + Lpre. (10)

As the Lpre is the base loss in embedding-based ZSL, we
set its weight to one.

3.4. Zero-Shot Prediction

We conduct zero-shot prediction in the inference stage.
We first obtain the embedding features ϕ(xi) of a test in-
stance xi from testing set (i.e., xi ∈ Ds

te ∪ Du
te) in the se-

mantic space. Then, we take an explicit calibration to pre-
dict the test label of xi, which is formulated as:

c∗ = arg max
c∈Cu/C

softmax(ϕ(xi)× zc) + I[c∈Cu]. (11)

I[c∈Cu] is an indicator function (i.e., it is τ when c ∈ Cu, oth-
erwise zero, where τ is a hyper-parameter to control the cal-
ibration degree). We empirically set τ to 0.4 for all datasets.
Cu/C corresponds to the CZSL/GZSL setting, respectively.
Since we do not use the unlabeled samples of unseen classes
during training, our ZSLViT is an inductive method.

4. Experiments
Benchmark Datasets. We conduct extensive experiments
on three popular ZSL benchmarks, including two fine-
grained datasets (e.g., CUB [48] and SUN [39]) and a
coarse-grained dataset (e.g., AWA2 [50]), to verify our ZS-
LViT. In specific, CUB includes 11,788 images of 200 bird
classes (seen/unseen classes = 150/50) captured with 312
attributes. SUN consists of 14,340 images from 717 scene
classes (seen/unseen classes = 645/72) captured with 102 at-
tributes. AWA2 has 37,322 images from 50 animal classes
(seen/unseen classes = 40/10) captured with 85 attributes.
Evaluation Protocols. Following [50], we measure the top-
1 accuracy both in the CZSL and GZSL settings. In the
CZSL setting, we only measure the accuracy of the test
samples from the unseen classes, i.e., acc. In the GZSL
setting, we compute the accuracy of the test samples from
both the seen classes (denoted as S) and unseen classes
(denoted as U ). To generally evaluate the performance,
the harmonic mean between seen and unseen classes is a
main evaluation protocol in the GZSL setting, defined as
H = (2× S ×U)/(S +U).
Implementation Details. We use the training splits pro-
posed in [49]. For a fair comparison, we take the ViT-base
model [43] pre-trained on ImageNet-1k as a baseline and
for initialization. The MLPS2V and MLPV 2S has multi-
ple hidden layer with ReLU activation. We incorporate our
semantic-embedded token learning and visual enhancement
operations into the 4-th, 7-th and 10-th encoder by default
for CUB and AWA2 (4-th and 7-th layers for SUN) to pro-
gressively learn the semantic-related visual features. We
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Table 1. State-of-the-art comparisons on CUB, SUN, and AWA2 under the CZSL and GZSL settings. CNN features-based ZSL methods
are categorized as ♯, and ViT features-based ZSL methods are categorized as ♭. The symbol “*” denotes attention-based ZSL methods
using CNN features. The symbol † denotes ZSL methods based on large-scale vision-language model. The best and second-best results
are marked in Red and Blue, respectively.

Methods Venue
CUB SUN AWA2

CZSL GZSL CZSL GZSL CZSL GZSL
acc U S H acc U S H acc U S H

♯

AREN∗ [52] CVPR’19 71.8 38.9 78.7 52.1 60.6 19.0 38.8 25.5 67.9 15.6 92.9 26.7
f-VAEGAN [51] CVPR’19 61.0 48.4 60.1 53.6 64.7 45.1 38.0 41.3 71.1 57.6 70.6 63.5

TF-VAEGAN [36] ECCV’20 64.9 52.8 64.7 58.1 66.0 45.6 40.7 43.0 72.2 59.8 75.1 66.6
LsrGAN [45] ECCV’20 – 48.1 59.1 53.0 – 44.8 37.7 40.9 – 54.6 74.6 63.0
DAZLE∗ [23] CVPR’20 66.0 56.7 59.6 58.1 59.4 52.3 24.3 33.2 67.9 60.3 75.7 67.1

APN∗ [53] NeurIPS’20 72.0 65.3 69.3 67.2 61.6 41.9 34.0 37.6 68.4 57.1 72.4 63.9
Composer∗ [24] NeurIPS’20 69.4 56.4 63.8 59.9 62.6 55.1 22.0 31.4 71.5 62.1 77.3 68.8

FREE [11] ICCV’21 – 55.7 59.9 57.7 – 47.4 37.2 41.7 – 60.4 75.4 67.1
GCM-CF [54] CVPR’21 – 61.0 59.7 60.3 – 47.9 37.8 42.2 – 60.4 75.1 67.0

HSVA [12] NeurIPS’21 62.8 52.7 58.3 55.3 63.8 48.6 39.0 43.3 – 59.3 76.6 66.8
MSDN∗ [8] CVPR’22 76.1 68.7 67.5 68.1 65.8 52.2 34.2 41.3 70.1 62.0 74.5 67.7

GEM-ZSL∗ [33] CVPR’22 77.8 64.8 77.1 70.4 62.8 38.1 35.7 36.9 67.3 64.8 77.5 70.6
SE-GZSL [25] AAAI’22 – 53.1 60.3 56.4 – 45.8 40.7 43.1 – 59.9 80.7 68.8
TransZero∗ [7] AAAI’22 76.8 69.3 68.3 68.8 65.6 52.6 33.4 40.8 70.1 61.3 82.3 70.2
VS-Boost [29] IJCAI’23 – 68.0 68.7 68.4 – 49.2 37.4 42.5 – – – –

ICIS [15] ICCV’23 60.6 45.8 73.7 56.5 51.8 45.2 25.6 32.7 64.6 35.6 93.3 51.6

♭

CLIP† [40] ICML’21 – 55.2 54.8 55.0 – – – – – – – –
CoOp† [57] IJCV’22 – 49.2 63.8 55.6 – – – – – – – –

I2DFormer-Wiki [35] NeurIPS’22 45.4 35.3 57.6 43.8 – – – – 76.4 66.8 76.8 71.5
CoOp+SHIP† [47] ICCV’23 – 55.3 58.9 57.1 – – – – – – – –

I2MVFormer-Wiki [34] CVPR’23 42.1 32.4 63.1 42.8 – – – – 73.6 66.6 82.9 73.8
DUET [13] AAAI’23 72.3 62.9 72.8 67.5 64.4 45.7 45.8 45.8 69.9 63.7 84.7 72.7

ZSLViT (Ours) – 78.9 69.4 78.2 73.6 68.3 45.9 48.4 47.3 70.7 66.1 84.6 74.2

use the Adam optimizer with hyper-parameters (β1 = 0.9,
β2 = 0.999) to optimize our model. The batch size is set
to 32. We empirically set γ and κ to 0.9 for all datasets.
We perform experiments on a single NVIDIA Tesla V100
graphic card with 32GB memory. We use PyTorch1 for the
implementation of all experiments.

4.1. Experimental Results

Results of Conventional Zero-Shot Learning. Table 1
shows the results of various methods on various datasets in
the CZSL setting. Results show that the ViT features-based
ZSL methods obtain better performances on all datasets
than the CNN features-based ZSL methods. This is because
ViT has obvious advantages of learning implicitly semantic-
context visual information using a self-attention mecha-
nism, which is well beneficial for ZSL task. Compared
to all CNN features-based and ViT features-based methods,
our ZSLViT consistently achieves the best performance of
78.9% and 68.3% on CUB and SUN datasets, respectively.
Our ZSLViT obtains significant performance gains than the
other ViT features-based methods [2, 13, 34, 35] on fine-
grained datasets, i.e., by 6.6% and 3.9% on CUB and SUN
respectively. Our significant performance improvements
demonstrate that ZSLViT effectively learns the semantic-

1https://pytorch.org/

related visual features for desirable semantic knowledge
transferring from seen classes to unseen ones. Since the
coarse-grained dataset (e.g., AWA2) has a number of visual-
unrelated semantic attributes for class descriptions (e.g.,
“eat fish”), ZSLViT cannot achieve similar improvements
on the AWA2.

Results of Generalized Zero-Shot Learning. Table 1
presents the GZSL performances of various methods, in-
cluding CNN features-based and ViT features-based meth-
ods. Similar to the CZSL setting, ViT features-based ZSL
methods perform better than CNN features-based methods
generally on all datasets in the GZSL setting. Although
some CNN features-based methods [7, 8, 23, 24, 33, 52, 53,
58] take attention mechanism to localize semantic attribute
for enhancing CNN features further, the visual space is
relatively fixed after CNN backbone training, resulting in
sub-optimal performance. This indicates the advantages of
ViT in ZSL task further. Compared to all various meth-
ods, our ZSLViT obtains the best results on all datasets,
e.g., 73.6%, 47.3% and 74.2% on CUB, SUN and AWA2,
respectively. Especially, our ZSLViT outperforms the latest
ViT features-based ZSL method (i.e., I2MVFormer [34]) by
a large margin, resulting in harmonic mean improvements
by 30.8%. Notably, our ZSLViT also significantly outper-
forms the large-scale vision-language based ZSL methods
(e.g., CLIP [40] and CoOP [57]). These results demon-
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Input Image Layer 4 Layer 7 Layer 10 Input Image Layer 4 Layer 7 Layer 10
Figure 3. Visualizations of attention mask and map of our ZSLViT in various layers. The masked regions represent the semantic-unrelated
visual tokens with low visual-semantic correspondences, which are fused into a new token for subsequent learning. The highlighted
attention maps are the semantic-related visual tokens with high visual-semantic correspondences, which are preserved to next layer. Results
show that ZSLViT can accurately identify the semantic-relateds/unrelated visual tokens in images for visual enhancement.

Table 2. Ablation studies for different components of ZSLViT on
the CUB and AWA2 datasets.

Method CUB AWA2
acc H acc H

ZSLViT w/o SET (LV R) 76.4 63.7 61.4 66.3
ZSLViT w/o SET (LSR) 78.0 72.8 70.2 73.6
ZSLViT w/o SET (Eq. 5) 76.2 69.7 69.9 71.2
ZSLViT w/o ViE 77.9 72.4 70.5 73.9
ZSLViT (full) 78.9 73.6 70.7 74.2

strate that our ZSLViT can sufficiently explore the potential
of ViT to learn semantic-related visual features for ZSL.
Ablation Study. We conduct ablation studies to evaluate
the effectiveness of our ZSLViT in terms of the visual re-
gression loss in SET (denoted as SET (LV R)), semantic re-
gression loss in SET (denoted as SET (LSR)), semantic em-
bedding in SET (denoted as SET ( Eq. 5)), and ViE. Results
are shown in Table 2. ZSLViT performs poorer slightly than
its full model when no semantic reconstruction loss is used
in SET, i.e., the acc/harmonic mean drop by 0.9%/0.8% on
CUB and 0.5%/0.6% on AWA2. If visual reconstruction
loss is not used in SET, ZSLViT achieves very poor re-
sults compared to its full model, i.e., the acc/harmonic mean
drops by more than 2.5%/9.9% on CUB and 9.3%/7.9% on
AWA2. These results show that visual reconstruction loss

LV R is essential for semantic-embedded token learning, be-
cause LV R encourages SET to incorporate semantic infor-
mation into visual tokens. This is typically neglected by ex-
isting ViT features-based ZSL methods [2,13,34,35]. More-
over, ZSLViT cooperates with semantic embedding to im-
prove its performance of acc/harmonic mean by 2.7%/3.9%
on CUB and 0.8%/3.0% on AWA2, respectively. ViE fur-
ther improves the performance of ZSLViT by discarding the
semantic-unrelated visual tokens. Generally, these results
indicate the effects of various components of ZSLViT.

Attention Mask and Map Visualization. To intu-
itively show the effectiveness of our ZSLViT at learning
semantic-related visual features for advancing ZSL, we vi-
sualize the attention mask (the tokens with low visual-
semantic correspondences) and attention maps learned
by ZSLViT on CUB. Results are shown in Fig. 3.
Thanks to the semantic-embedded token learning that iden-
tifies the semantic-related/unrelated tokens according to the
semantic-guided token attention, ZSLViT effectively i) pre-
serves the semantic-related visual tokens of high visual-
semantic correspondences (e.g., the class-related attributes),
and ii) discards the semantic-unrelated visual tokens of low
visual-semantic correspondences (e.g., the meaningless im-
age background) by fusing them into a new token for subse-
quent learning. Accordingly, ZSLViT progressively learns
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(a) Seen Classes (b) Unseen Classes
Figure 4. t-SNE visualizations of visual features for (a) seen classes and (b) unseen classes, learned by the CNN backbone (e.g., ResNet101
[20]), standard ViT [43] and our ZSLViT. The 10 colors denote 10 different seen/unseen classes randomly selected from CUB. (Best viewed
in color)

Ac
cu

ra
cy

 (%
)

63

67

70

74

77

0.3 0.4 0.5 0.6 0.7 0.8 0.9

74.3

74.5

74.7

74.5

74.7

74.2

73.8

68.7

68.3

67.967.9

67.5

67.1

66.7

74.074.0

72.172.1

72.0

73.6

71.7

64.0

63.4

64.3

64.2

63.4

61.7

62.4

 U S H acc

γ

Ac
cu

ra
cy

 (%
)

60

64

69

73

78

0.3 0.4 0.5 0.6 0.7 0.8 0.9

74.3

74.5

74.4

74.2

73.2

70.8

67.1

68.7

68.5

68.4

68.2

67.1

65.4

61.8

74.0

71.8

71.7

72.7

69.9

71.2

66.7

64.0

65.5

65.3

64.3

64.6

60.5

57.5

 U S H acc

κ
Ac

cu
ra

cy
 (%

)

56

62

68

74

80

0.1 0.5 0.8 1.0 2.0

73.8

74.3

73.8

73.4

70.0

67.8

68.7

68.5

67.9

62.3

68.1

74.0

71.7

73.2

78.1

67.5

64.0

65.7

63.3

51.9

 U S H acc

λVR

Ac
cu

ra
cy

 (%
)

64

67

71

74

78

0.01 0.1 0.5 1.0 2.0

74.4

74.3

73.1

74.2

73.8

68.3

68.7

67.8

68.368.3

70.2

74.0

70.1

71.5

70.3

66.5

64.0

65.5

65.4

66.3

 U S H acc

λSR

(a) Varying γ effect (b) Varying κ effect (c) Varying λV R effect (d) Varying λSR effect
Figure 5. The effects of (a) embedding coefficient γ, (b) fusing rate κ, (c) loss weights λV R, and (d) loss weights λSR. We take CUB as
an example.

semantic-related visual representations for desirable visual-
semantic interactions in ZSL. As such, ZSLViT achieves
significant performances both in seen and unseen classes.
t-SNE Visualization of Visual Features. As shown in
Fig. 4, we present the t-SNE visualization of visual fea-
tures for (a) seen classes and (b) unseen classes on CUB,
learned by the CNN backbone (e.g., ResNet101 [20]), stan-
dard ViT [43] and our ZSLViT. Results show the visual fea-
tures extracted from the CNN Backbone are confused be-
tween different classes, while the visual features learned by
ViT are high-quality. This intuitively shows ViT is more
suitable for ZSL task than CNN backbone. Furthermore, the
visual features learned by our ZSLViT are desirable intra-
class compactness and inter-class separability, because our
ZSLViT discovers the semantic-related visual tokens and
discards the semantic-unrelated visual tokens in the whole
network according to the visual-semantic correspondences.
As such, our ZSLViT significantly improves the ZSL per-
formances over the CNN and ViT backbones.
Hyper-Parameter Analysis. We perform experiments to
investigate the effects of various hyper-parameters on CUB,
i.e., embedding coefficient γ in Eq. 5, fusing rate κ in ViE,
and loss weights λV R and λSR in Eq. 8. From the results
in Fig. 5(a), ZSLViT achieves better performances with a
relatively large value of γ (i.e., 0.9). The reason is that
the semantic information should be progressively embed-
ded into visual features for stable optimization. Fig. 5(b)

indicates that the performance of ZSLViT drops when the
fusing rate κ in the visual enhancement module is set to
small (e.g., κ < 0.6), because some informative visual to-
kens are discarded. The results shown in Fig. 5(c) and Fig.
5(d) show the better effects of our ZSLViT can be achieved
when λV R is larger than λSR. Because we mainly aim
to enhance semantic information into visual representations
for subsequent learning. Overall, ZSLViT is robust to all
hyper-parameters and easy to optimize.

5. Conclusion

In this work, we devise a novel zero-shot learning
framework, i.e., progressive semantic-guided visual Trans-
former (ZSLViT), to learn semantic-related visual features
for effective visual-semantic interactions. By conduct-
ing semantic-embedded token learning and visual enhance-
ment at various stages, our ZSLViT effectively discovers
the semantic-related visual features and discards semantic-
unrelated visual features according to visual-semantic cor-
respondences. We quantitatively and qualitatively demon-
strate that ZSLViT achieves consistent improvements over
the current state-of-the-art methods on three ZSL bench-
marks, e.g., CUB, SUN, and AWA2.
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