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Abstract

Federated learning facilitates the collaborative learning
of a global model across multiple distributed medical in-
stitutions without centralizing data. Nevertheless, the ex-
pensive cost of annotation on local clients remains an ob-
stacle to effectively utilizing local data. To mitigate this
issue, federated active learning methods suggest leverag-
ing local and global model predictions to select a rela-
tively small amount of informative local data for annota-
tion. However, existing methods mainly focus on all lo-
cal data sampled from the same domain, making them un-
reliable in realistic medical scenarios with domain shifts
among different clients. In this paper, we make the first at-
tempt to assess the informativeness of local data derived
from diverse domains and propose a novel methodology
termed Federated Evidential Active Learning (FEAL) to
calibrate the data evaluation under domain shift. Specif-
ically, we introduce a Dirichlet prior distribution in both
local and global models to treat the prediction as a distribu-
tion over the probability simplex and capture both aleatoric
and epistemic uncertainties by using the Dirichlet-based
evidential model. Then we employ the epistemic uncer-
tainty to calibrate the aleatoric uncertainty. Afterward, we
design a diversity relaxation strategy to reduce data re-
dundancy and maintain data diversity. Extensive experi-
ments and analysis on five real multi-center medical im-
age datasets demonstrate the superiority of FEAL over the
state-of-the-art active learning methods in federated sce-
narios with domain shifts. The code will be available at
https://github.com/JiayiChen815/FEAL.
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Figure 1. Illustration of federated active learning (FAL) in the
presence of domain shift. (a) FAL comprises model distribution,
local training, model aggregation, and data annotation. (b) The
KDE of energy scores depicts domain shifts across clients. (c)
The low p-values in cross-client KDE of energy scores indicate
the existence of significant domain shifts between all client pairs.

1. Introduction

Federated learning enables collaborative learning across
multiple clinical institutions (i.e., clients) to learn a uni-
fied model on the central server through model aggregation
while preserving the data privacy at each client [21, 36, 57]
(see Fig. 1 (a)). Unfortunately, such a learning pipeline re-
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quires each client to prepare its own labeled data, whose
scale is constrained by the available expertise, time, and
budget for data annotation.

One possible solution to alleviate the annotation cost is
to select a part of highly informative data to annotate. Ac-
tive learning (AL) has shown great potential in guiding the
data selection process [1, 3, 20, 61], leading to the federated
AL (FAL) framework. Such a pipeline [4, 14, 37, 41, 46, 65]
allows each client to assess the informativeness of unla-
beled data using either the local model at each client or the
global model from the server, greatly alleviating the heavy
annotation costs while retaining great performance. Nev-
ertheless, when using a local model to select data, there
is a bias toward prioritizing the data that improves the lo-
cal updates while disregarding the overall generalizability
of the global model. Client models trained on diverse do-
mains may exhibit significant divergence within the param-
eter space, making the use of a global model aggregated
from these models for data selection unreliable.

Recent advances in FAL, e.g., LoGo [20] and
KAFAL [3], tend to harness the knowledge of both local and
global models to identify informative samples. Although
this strategy has been proven to be more effective than em-
ploying a single model, these methods focus mainly on the
class imbalance issue while assuming that the data at mul-
tiple clients is from the same domain. However, the do-
main shift across clients is commonly seen in real-world
applications, which is evidenced by the extremely low p-
values of the kernel density estimation (KDE) of energy
scores [31] (see Fig. 1 (b) and (c)). The existence of domain
shift renders two major challenges for FAL. (1) Overcon-
fidence; Existing FAL methods evaluate data uncertainty
based on the softmax prediction made by a deterministic
model, which is essentially a point estimate and can be mis-
calibrated easily on data with domain shifts [31, 33, 42],
resulting in unreliable uncertainty evaluation. (2) Limited
uncertainty representation. Uncertainty can be divided
into aleatoric uncertainty (or data uncertainty) and epis-
temic uncertainty (or knowledge uncertainty) [43]. The for-
mer reflects the inherent complexity of data, such as class
overlap and instance noise [54]. The latter captures the re-
stricted knowledge of a model caused by insufficient data
or domain shifts. The softmax prediction can represent
the aleatoric uncertainty but fails to capture the epistemic
uncertainty, resulting in incomplete evaluations, which are
particularly noticeable in the presence of domain shift.

To address both challenges, we propose the Federated
Evidential Active Learning (FEAL) method. Built upon
the Dirichlet-based evidential model [47, 62], FEAL treats
the categorical prediction of a sample as following a Dirich-
let distribution, thus allowing multiple potential predictions
for a sample. FEAL comprises two key modules, i.e.,
calibrated evidential sampling (CES) and evidential model

learning (EML). CES is a novel FAL sampling strategy that
incorporates both uncertainty and diversity measures. It uti-
lizes the expected entropy of potential predictions to quan-
tify aleatoric uncertainty and aggregates the aleatoric un-
certainty in both global and local models. Further, CES em-
ploys the differential entropy of the Dirichlet distribution to
characterize the epistemic uncertainty [51] and utilizes the
epistemic uncertainty in the global model to calibrate the
aggregated aleatoric uncertainty. To enhance data selection,
diversity relaxation is also employed with the local model
to reduce redundancy and maintain diversity among the se-
lected samples. In addition to active sampling, we introduce
evidence regularization in EML for accurate evidence rep-
resentation and data assessment. The main contributions of
this work are summarized as follows:
• We explore a rarely studied problem, FAL with domain

shifts, which aims to attain a global model with a limited
annotation budget for local clients amidst domain shifts.

• We propose the FEAL method, with a sampling strategy
CES and a local training scheme EML, to tackle the chal-
lenges in FAL with domain shifts. CES is designed to se-
lect informative samples by leveraging aleatoric and epis-
temic uncertainty with both global and local models and
retaining sample diversity. EML is developed to regular-
ize the evidence for improved data evaluation.

• We conduct extensive experiments on five real multi-
center medical image datasets, comprising two datasets
for classification and three datasets for segmentation. The
results suggest the superiority of our FEAL method over
its AL and FAL counterparts.

2. Related Work

2.1. Federated Learning with Domain Shifts

Domain shift is a long-standing challenge for feder-
ated learning. Previous approaches can be divided into
regularization-based, aggregation-based, and personalized
ones. Regularization-based methods implemented regu-
larization on model parameters [19, 27, 52] or feature em-
beddings [12, 15, 26, 60] to address the objective inconsis-
tency induced by domain shift. Aggregation-based meth-
ods dynamically adjust aggregation weights based on data
quality [32], estimated client contribution [17], general-
ization gap between global and local models [67], layer-
wise divergence [44] or performance on proxy dataset [29].
Personalized methods aggregated domain-agnostic layers,
while customizing domain-specific layers for local clients,
including batch normalization (BN) [28], high-frequency
convolution [6] and prediction layers [57]. Additionally,
several methods enhanced data diversity [30, 68] to refine
data distribution and mitigate statistical heterogeneity [64].
These approaches strive to mitigate the impact of domain
shifts across clients in supervised scenarios with fully an-
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notated training samples. Unfortunately, they ignore the
substantial annotation costs for each client. In contrast, we
further leverage active learning to reduce annotation costs
by selecting the most informative data and propose a label-
efficient method for federated learning with domain shifts.

2.2. AL Methods

Conventional AL methods can be categorized into
uncertainty-based, diversity-based, and hybrid ones.
Uncertainty-based AL methods aim to select the most
ambiguous unlabeled samples for annotation. Classical ap-
proaches such as least confidence sampling [49], margin-
based sampling [37], and entropy-based sampling [50] eval-
uate the data uncertainty based on categorical probabilities.
Yoo et al. [65] and Huang et al. [14] estimated the loss for
uncertainty assessment. Moreover, several approaches as-
sess the data uncertainty by analyzing the prediction incon-
sistency among multiple augmented samples [11], standard
and dropout inferences [9, 10], or original and disturbed
features [41]. Diversity-based AL methods aim to iden-
tify a subset of samples that captures the distribution of the
complete dataset. A variety of approaches have been pro-
posed that exploit core-set techniques [4, 46] or clustering
methods [23, 38, 55] in the latent feature space, incorporate
a diversity constraint in the optimization process [8, 63], or
model the distribution discrepancy between labeled and un-
labeled samples [24] in order to identify a diverse collection
of samples. Hybrid AL methods exploit both uncertainty
and diversity in their sampling strategies. Ash et al. [2] clus-
tered the gradient embeddings to guarantee both uncertainty
and diversity. A two-stage sampling strategy has also been
implemented [41, 56, 66]. However, these methods primar-
ily focus on data selection driven by aleatoric uncertainty,
often neglecting its sufficiency and reliability in practical
scenarios. In this work, we developed a Dirichlet-based ev-
idential model to capture both aleatoric and epistemic un-
certainties. We further leveraged the epistemic uncertainty
to calibrate uncertainty estimates, enhancing their reliability
in the context of domain shifts.

2.3. FAL Methods

FAL aims to enhance the annotation efficacy of each local
client in decentralized learning. In contrast to the central-
ized scenarios, there exist two potential query-selector mod-
els in FAL [20], including the global model and the local
model. Both Wu et al. [61] and Ahn et al. [1] exclusively
utilized a singular model for data evaluation. Specifically,
Wu et al. [61] introduced a hybrid metric that considers both
the locally predicted loss and the local feature distances be-
tween unlabeled and labeled samples. By contrast, Ahn
et al. [1] argued that evaluating samples with the global
model contributes to the objectives of federated learning
and recommended applying sampling strategies solely with

the global model. Nevertheless, as demonstrated in [20],
the superiority of the two query-selector models depends
on the global and local heterogeneous levels, and it is nec-
essary to leverage the knowledge of both global and local
models. Kim et al. [20] proposed a hybrid metric called
LoGo, which applies k-means clustering technique [34] on
the gradient space of the local model and subsequently con-
ducts cluster-wise sampling using the global model. Cao et
al. [3] proposed a knowledge-specialized sampling strategy,
which leverages the discrepancy between the global model
and local model to assess data uncertainty. However, these
methods focus on the local data from a singular domain,
which is less realistic. Though partial approaches [3, 20]
account for heterogeneity caused by class imbalance, they
often neglect another heterogeneous property known as do-
main shifts. In this work, we propose the uncertainty cal-
ibration method to achieve reliable uncertainty evaluation
with domain shifts across multiple clients.

3. Methodology
3.1. Problem Formulation

The overview of our FEAL framework is displayed in Fig. 2
and Appendix A. Under this framework, we maintain K
local models {θk}Kk=1 on clients and a global model θ on
the central server. The k-th local client contains a labeled
setLk and an unlabeled setUk. FAL comprises two iterative
phases: federated model training and local data annotation.
Federated model training involves model distribution, local
training, and model aggregation. In the first round, the k-th
client randomly selectsBk unlabeled samples and annotates
them to form the initial labeled set L1

k = {(xi,yi)}
Bk
i=1, and

the unlabeled set is updated to U1
k = Uk \ L1

k. In the r-th
FAL round, the k-th client constructs the query set Qr

k =

{(xj ,yj)}
Bk
j=1 for annotation using the sampling strategy

and updates the labeled set to Lr
k = Lr−1

k ∪Qr
k, whereas the

unlabeled set is updated to Ur
k = Ur−1

k \ Qr
k. Subsequent

federated model training proceeds with the updated labeled
setLr

k. The FAL process is repeated forR times as required.

3.2. Dirichlet-based Evidential Model in FAL

For federated active learning, we employ a Dirichlet-based
evidential model to effectively capture aleatoric and epis-
temic uncertainties in both global and local models. In this
section, we begin by presenting the foundational formula-
tion of the Dirichlet-based evidential model.

We start with the general C-class classification task.
Given an input sample x from the k-th client, a model f
parameterized with θ projects x into a C-dimensional log-
its f(x,θ). The classical CNN utilizes the softmax operator
to transform the logits f(x,θ) into the prediction of class
probabilities ρ. However, this approach essentially provides
a single-point estimate of ρ and can be easily miscalibrated

11441



(a) Federated Evidential Active Learning (FEAL)

Distribute

Aggregate

⋯

Server

𝑈!
𝐿!

⋮
𝜽

⋮
𝜽!

Query with

Client 1Train

𝑈"
𝐿"

Query with

⋮
𝜽

⋮
𝜽"

Annotate

(b) Calibrated Evidential Sampling (CES)

𝑈!

𝐿!
𝒙

Low High

Sort
𝑈(𝒙, 𝜽, 𝜽#)

Low High

Select
𝑈(𝒙, 𝜽, 𝜽#)

𝑈(𝒙, 𝜽, 𝜽#)

𝑈"#$(𝒙, 𝜽)

𝑈%&"(𝒙, 𝜽)

𝑈%&"(𝒙, 𝜽!)

Local model 𝜽!

Global model 𝜽

Evidential head

Feature
extractor

Feature
extractor

⋮

Evidential head

𝐶"

𝐶!𝐶$

𝜶

⋮

𝐶"

𝐶!𝐶$

𝜶

Uncertainty Calibration

Diversity Relaxation

Min neighbor size 𝑛 = 5

𝑄!
Query setOracle

Labeled neighbor
Unlabeled neighbor

Cadidate sample 𝒙% (Select)
Cadidate sample 𝒙%  (Ignore)

𝑈&
𝐿&

Query with

⋮
𝜽

⋮
𝜽#

Unlabeled set

Labeled set

Client 2 Client K

Figure 2. Illustration of the proposed FEAL method. (a) Overview of FEAL. (b) Illustration of CES module, including uncertainty
calibration and diversity relaxation.

on local data from diverse domains. The Dirichlet-based ev-
idential model, on the other hand, views the categorical pre-
diction ρ as a random variable with a Dirichlet distribution
Dir(ρ|α). The probability density function of ρ [47, 62],
given x and θ, is formulated as:

p(ρ|x,θ) =


Γ(

∑C
c=1 αc)∏C

c=1 Γ(αc)

C∏
c=1

ραc−1
c , (ρ ∈ ∆C)

0 , (otherwise)

(1)

where α denotes the parameters of the Dirichlet distri-
bution for sample x, Γ(·) is the Gamma function, and
∆C = {ρ|

∑C
c=1 ρc=1 and 0<ρc<1} represents the C-

dimensional unit simplex.
The posterior probability P (y = c|x,θ) for class c,

a.k.a., the expected categorical prediction ρc, is given by:

P (y = c|x,θ) =
∫
p(y = c|ρ) · p(ρ|x,θ) dρ =

αc

S
, (2)

where S =
∑C

c=1 αc represents the Dirichlet strength. The
derivation of Eq. 2 is provided in Appendix B.1.

Drawing on concepts from Dempster-Shafer theory [48]
and subjective logic [18], the parameter α is linked to the
accumulated evidence e which quantifies the degree of sup-
port for the prediction on sample x. The parameter α is
derived as α = e + 1 = A(f(x,θ)) + 1, where A(·) is
a non-negative activation function that transforms the logits
f(x,θ) into evidence e.

In our study, all local models adopt the same Dirichlet-
based evidential architecture with the global model to com-
municate between local clients and the central server.

3.3. Calibrated Evidential Sampling

In the context of FAL with domain shifts, we integrate both
uncertainty and diversity measures to identify the most in-
formative samples for annotation (see Fig. 2(b)). As for un-
certainty evaluation, we leverage the epistemic uncertainty

in the global model to calibrate the aleatoric uncertainty in
both global and local models. We now delve into its details.
Aleatoric uncertainty. Dirichlet-based evidential models
interpret the categorical prediction ρ as a distribution rather
than a singular point estimate, which acknowledges a range
of possible predictions. We use the expected entropy of all
possible predictions to deliver the aleatoric uncertainty [62]
to quantify the inherent complexity or ambiguity present in
local data. Given a sample x and the global model θ, the
aleatoric uncertainty of the sample x in the global model θ
is represented as:

Uale(x,θ) = Ep(ρ|x,θ)[H[P (y|ρ)]]

= −
C∑

c=1

Ep(ρc|x,θ)[ρc · log ρc]

=

C∑
c=1

αc

S
· [ψ(S + 1)− ψ(αc + 1)],

(3)

where H(·) denotes the Shannon entropy [50]. Similarly,
the aleatoric uncertainty in the local model k is Uale(x,θk).
The derivation of Eq. 3 is in Appendix B.2.
Epistemic uncertainty. In the Dirichlet distribution, the
differential entropy quantifies how dispersed the probabil-
ities are across different categories [35]. We employ the
differential entropy of the Dirichlet distribution to quantify
the epistemic uncertainty linked to domain shifts between
the global model and local data. Specifically, given a sam-
ple x and the global model θ, the epistemic uncertainty of
the sample x in the global model θ is represented as:

Uepi(x,θ) = H[p(ρ|x,θ)]

= −
∫
p(ρ|x,θ) · log p(ρ|x,θ) dρ

=

C∑
c=1

log
Γ(αc)

Γ(S)
− (αc − 1) · [ψ(αc)− ψ(S)].

(4)

The derivation of Eq. 4 is in Appendix B.2.
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Uncertainty calibration. Given a sample x, the global
model θ, and the local model θk, we calculate the aleatoric
uncertainty (Eq. 3) in both global and local models and sub-
sequently calibrate the aleatoric uncertainty by incorporat-
ing the epistemic uncertainty (Eq. 4) from the global model.
The overall calibrated uncertainty for sample x is

U(x,θ,θk) = [Uale(x,θ) + Uale(x,θk)] · Uepi(x,θ). (5)

Diversity relaxation. We adopt local constraints to ensure
diversity among selected samples, contrasting with core-set
techniques that impose global diversity constraints. As out-
lined in Alg. 1, we initially sort the unlabeled set Ur−1

k by
descending calibrated uncertainty U(x,θ,θk), and then ex-
tract feature embeddings with local model θk. During the it-
eration over the unlabeled set Ur−1

k , we compute the cosine
similarity s(xi,xj) for each candidate sample xi against
all other samples xj ∈ Ur−1

k \ xi and form a neighbor set
N(xi) based on the similarity threshold τ . A sample xi

is selected if its neighbor counts |N(xi)| are less than the
minimum neighbor size n or if these neighbors remain un-
labeled. Following this criterion, Bk unlabeled samples are
chosen to constitute the final set Qr

k for annotation, effec-
tively balancing diversity and uncertainty in data selection.

Algorithm 1 Diversity Relaxation for Local Client k

Input: unlabeled set Ur−1
k , local model θk, annotation budget

Bk, similarity threshold τ , minimum neighbor size n
Output: query set Qr

k

1: Sort Ur−1
k by descending calibrated uncertainty.

2: Initialize index i = 1 and query set Qr
k = ∅.

3: while |Qr
k| < Bk and i ≤ |Ur−1

k | do
4: Select a candidate sample xi from Ur−1

k .
5: Compute feature similarity s(xi,xj) using θk, where

xj ∈ Ur−1
k \ xi.

6: Form neighbor set N(xi), including xj withs(xi,xj)≥τ.
7: if |N(xi)| < n or N(xi) ∩Qr

k = ∅ then
8: Add xi to Qr

k.
9: end if

10: Increment i.
11: end while
12: return Qr

k

3.4. Evidential Model Learning

Dirichlet-based evidential models treat the categorical pre-
diction of a sample as a distribution, enabling multiple po-
tential predictions to occur with specific probabilities. Con-
sidering all possible predictions, we adopt the Bayes risk
of cross-entropy loss [47] as the task loss for classification
tasks, formulated as follows:

Ltask(x,θk,y) =

∫
(

C∑
c=1

−yc log ρc) · p(ρ|x,θk) dρ

=

C∑
c=1

yc · [ψ(S)− ψ(αc)],

(6)

where ψ(·) is the digamma function and yc is the label indi-
cator for class c. Similarly, the Bayes risk of Dice loss [25]
for segmentation tasks is:

Ltask(x,θk,y) =

∫
(1− 2

C

C∑
c=1

∥yc ◦ ρc∥1
∥y2

c∥1+∥ρ2
c∥1

) · p(ρ|x,θk) dρ

= 1− 2

C

C∑
c=1

∥yc ◦ ρc∥1
∥y2

c∥1 + ∥ρ2
c∥1 + ∥ρc◦(1−ρc)

S+1
∥
1

,

(7)
where ◦ is the Hadamard product and the expected categor-
ical probability of x is ρc = αc

S . The derivation of Eq. 6
and Eq. 7 are in Appendix B.3.

We incorporate evidence regularization to further reduce
incorrect evidence [47] and improve correct evidence [40].

Lreg(x,θk,y)=KL[Dir(ρ|α̃)∥Dir(ρ|1)]− C

S
·f(x,θk), (8)

where α̃ = y + (1 − y) ⊙ α and KL(·) denotes the
Kullback-Leibler divergence [22]. Notably, we calculate
the average pixel-wise Lreg in segmentation.

The overall training objective, combining task loss Ltask
and evidence regularization Lreg, is formulated as:

L(x,θk,y) = Ltask(x,θk,y) + λ · Lreg(x,θk,y), (9)

where λ is the trade-off weight. between the task loss and
the regularization term.

4. Experiments
4.1. Experimental Settings

Datasets. We evaluated FEAL on five real multi-center
medical image datasets, comprising two classification and
three segmentation datasets. The classification datasets in-
cluded
• Fed-ISIC: A skin lesion dataset from 4 data sources [39]

containing {12413, 3954, 3363, 2259} images.
• Fed-Camelyon: A breast cancer histology dataset from 5

centers [16] comprising {59436, 34904, 85054, 129838,
146722} patches.

The segmentation datasets included
• Fed-Polyp: A endoscopic polyp dataset from 4 cen-

ters [57] with {1000, 196, 379, 612} samples.
• Fed-Prostate: A prostate MRI dataset from 6 data

sources [30] with {261, 384, 158, 468, 421, 175} slices.
• Fed-Fundus: A retinal fundus dataset from 4 centers [30]

with {101, 159, 400, 400} samples.
In our study, each dataset was divided using an 8:2 train-to-
test split ratio at the patient level. Details of these datasets
are provided in Appendix C.1.
Evaluation metrics. For classification, we utilized the Bal-
anced Multi-class Accuracy (BMA) for skin lesion classi-
fication [5] and measured accuracy (ACC) for breast can-
cer histology classification. In the context of segmentation,
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Figure 3. Comparison of FAL methods in medical image classification. (a)-(c) and (d)-(f) depict the results of the Fed-ISIC and Fed-
Camelyon datasets, respectively. Performance enhancements over the second-best method in each FAL round are emphasized in red text.

we used the Dice score and the 95% Hausdorff Distance
(HD95) to assess segmentation results.

Implementation details. We conducted R = 5 rounds of
FAL involving federated model training and data annota-
tion. The annotation budget Bk is 500 for Fed-ISIC and
Fed-Camelyon, 50 for Fed-Polyp, and 20 for Fed-Prostate
and Fed-Fundus. During model training, we followed the
previous work [16, 57, 59] to utilize EfficientNet-B0 [53]
for Fed-ISIC, DenseNet-121 [13] for Fed-Camelyon, and
U-Net [30, 45] for segmentation datasets. Notably, both
EfficientNet-B0 and DenseNet-121 were pre-trained on Im-
ageNet [7]. Each experiment was conducted three times us-
ing different random seeds, and the average results were re-
ported. More details are in Appendix C.1.

Comparison methods. We compared FEAL with eight
FAL methods, including random sampling (Random),
entropy-based sampling (Entropy) [50], TOD [14], Grad-
norm [58], CoreSet [46], BADGE [2], LoGo [20], and
KAFAL [3]. The first six strategies are primarily developed
for standard active learning, whereas LoGo and KAFAL
are specifically tailored for decentralized scenarios. To in-
corporate these standard AL strategies into the FAL frame-
work, we implemented them in three distinct manners: us-
ing only the global model (referred to as G), depending
solely on the local model (L), or employing a simple en-
semble method with both models (E). It guarantees a com-
prehensive evaluation of these strategies in FAL. Details of
comparison methods are summarized in Appendix C.1.

4.2. Results

Image classification. The comparative analysis of image
classification results in Fig. 3 indicates that FEAL achieves
superior results on both Fed-ISIC and Fed-Camelyon
datasets. As depicted in Fig. 3, the performance of all meth-
ods exhibits a general trend of improvement with the incre-
mental inclusion of labeled samples. However, an exception
to this trend is observed in the Fed-ISIC dataset as shown
in Fig. 3(a). As observed, the exclusive use of Entropy,
Gradnorm, and CoreSet with a single model, whether it is a
global (see Fig. 3(a)) or local model (see Fig. 3(b)), results
in suboptimal performance, leading to a notable decrease in
effectiveness beginning from the third round. The global
model delivers unreliable uncertainty evaluations, which
may result in suboptimal data selection and adversely affect
the ability of the model to generalize effectively. Moreover,
selecting data based on evaluations from the local model can
cause overfitting to its specific client, negatively impacting
the performance. Conversely, methods like Gradnorm (E)
and TOD (E) that combine both global and local models
often outperform those relying solely on the global model,
benefiting from the additional domain-specific knowledge
of the local model. However, it is important to note that
without proper calibration of the global model, the com-
bined use of both models does not always guarantee better
performance than solely using the local model.

Remarkably, FEAL consistently outperforms state-of-
the-art FAL methods on Fed-ISIC, as shown in Fig. 3(a)-
(c). This superiority is especially noticeable in the fifth FAL
round, where FEAL achieves a substantial performance
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Table 1. Comparison of FAL methods in medical image segmentation. Dice scores for three segmentation datasets are reported. For
Fed-Fundus, Dice scores for both optic disc and optic cup segmentation and their average are presented. G and L stand for sampling solely
with the global or local model, while E represents sampling with both models. Red and blue highlight the Top-1 and Top-2 results.

Model Method Fed-Polyp (%) Fed-Prostate (%) Fed-Fundus (%)
R2 R3 R4 R5 R2 R3 R4 R5 R2 R3 R4 R5

- Full 78.18 88.02 94.32 / 85.70 (90.01)
- Random 67.70 72.16 75.58 76.32 80.29 82.70 83.94 84.77 92.30 / 81.41 (86.85) 93.33 / 84.45 (88.89) 94.29 / 84.80 (89.54) 94.46 / 85.05 (89.76)

G

Entropy [50] 67.45 74.65 75.30 76.69 82.17 82.53 84.05 86.10 93.19 / 82.61 (87.90) 93.84 / 84.35 (89.10) 94.27 / 85.34 (89.80) 94.47 / 85.29 (89.88)
TOD [14] 64.99 74.61 76.24 78.26 80.75 83.48 84.31 85.82 92.70 / 82.49 (87.60) 93.95 / 85.01 (89.48) 94.27 / 85.63 (89.95) 94.71 / 85.58 (90.14)
Gradnorm [58] 69.14 74.58 75.79 78.51 82.10 83.01 84.85 86.02 93.20 / 82.01 (87.60) 94.12 / 84.71 (89.41) 94.33 / 85.38 (89.85) 94.56 / 85.43 (89.99)
CoreSet [46] 69.50 73.37 76.71 78.18 82.11 83.68 84.56 85.86 93.00 / 83.07 (88.03) 93.90 / 84.75 (89.32) 94.16 / 85.35 (89.75) 94.51 / 85.63 (90.07)
BADGE [2] 70.09 74.11 76.38 76.55 82.78 83.91 85.39 85.97 93.17 / 82.54 (87.85) 94.07 / 84.46 (89.26) 94.40 / 85.37 (89.89) 94.58 / 85.19 (89.89)

L

Entropy 67.48 73.41 75.07 78.63 81.08 82.22 84.36 85.19 93.19 / 83.22 (88.21) 93.83 / 84.49 (89.16) 94.36 / 84.97 (89.66) 94.63 / 85.68 (90.15)
TOD [14] 65.95 72.92 75.19 77.97 79.59 83.74 85.50 86.03 92.82 / 82.34 (87.58) 93.98 / 85.00 (89.49) 94.37 / 85.28 (89.83) 94.65 / 85.56 (90.10)
Gradnorm [58] 70.06 74.69 77.25 78.84 80.52 83.43 84.94 86.04 93.29 / 83.04 (88.16) 94.13 / 84.69 (89.41) 94.33 / 85.60 (89.97) 94.42 / 85.53 (89.98)
CoreSet [46] 68.92 74.06 75.59 77.75 81.49 83.49 84.65 86.19 92.80 / 83.20 (88.00) 93.87 / 84.70 (89.28) 94.28 / 85.42 (89.85) 94.47 / 85.54 (90.00)
BADGE [2] 70.28 73.96 76.21 77.63 82.07 83.54 85.30 86.06 93.06 / 82.65 (87.85) 93.95 / 84.44 (89.19) 94.34 / 85.02 (89.68) 94.54 / 85.52 (90.03)

E

Entropy [50] 67.85 75.10 76.80 77.20 80.95 83.66 84.81 85.42 93.26 / 82.77 (88.01) 94.04 / 84.69 (89.36) 94.33 / 85.31 (89.82) 94.38 / 85.10 (89.74)
TOD [14] 67.25 70.43 74.84 77.53 81.45 84.46 84.51 85.65 93.13 / 82.70 (87.92) 93.63 / 84.64 (89.14) 94.31 / 85.30 (89.81) 94.54 / 85.82 (90.18)
Gradnorm [58] 68.01 75.75 77.73 75.67 81.21 83.43 85.30 85.13 93.36 / 83.09 (88.23) 93.83 / 84.91 (89.37) 94.33 / 85.59 (89.96) 94.65 / 85.52 (90.08)
CoreSet [46] 67.77 74.28 77.69 75.87 81.30 84.52 84.75 86.50 93.24 / 82.55 (87.89) 93.63 / 84.86 (89.24) 94.20 / 85.50 (89.85) 94.62 / 85.89 (90.25)
BADGE [2] 69.12 75.45 77.37 76.24 81.31 84.34 85.92 85.55 93.37 / 82.95 (88.16) 93.99 / 85.00 (89.50) 94.50 / 85.22 (89.86) 94.62 / 85.44 (90.03)
LoGo [20] 69.07 75.76 74.63 77.24 82.35 84.56 85.53 85.97 93.14 / 83.01 (88.08) 93.93 / 84.55 (89.24) 94.18 / 85.68 (89.93) 94.61 / 85.64 (90.12)
KAFAL [3] 69.69 73.83 75.38 77.97 82.65 83.49 85.58 85.96 93.11 / 82.75 (87.93) 94.01 / 84.12 (89.06) 94.37 / 85.16 (89.77) 94.46 / 85.02 (89.74)
FEAL (Ours) 72.06 76.39 78.62 80.18 82.94 85.29 86.77 87.42 93.53 / 83.72 (88.63) 94.25 / 85.19 (89.72) 94.60 / 85.96 (90.28) 94.89 / 86.27 (90.58)

gain of 1.62% over the second-best method, CoreSet (E),
as demonstrated in Fig. 3(c). Additionally, it is noteworthy
that FEAL achieves a performance comparable to training
with the fully annotated dataset in the third round and even
exceeds the fully supervised performance by 0.84% in the
fifth round. These advancements are primarily attributable
to the effective uncertainty calibration and demonstrate the
efficacy of FEAL. It is noteworthy that the baseline meth-
ods KAFAL and LoGo, designed for FAL underperform in
real-world federated scenarios. Despite showing impressive
results in simulated federated datasets, they fail to repli-
cate this success in actual multi-center federated scenarios.
This is mainly due to the inherent domain shift characteris-
tics of multi-center medical data. As depicted in Fig. 3(d)-
(f), FEAL also achieves superior performance on the large-
scale dataset Fed-Camelyon, where each local client con-
tains tens of thousands of patches. By employing a low-
data regime, where merely about 3.43% of the total train-
ing samples are annotated in the active learning process,
FEAL attains 99.40% of fully supervised performance af-
ter five rounds of FAL. This achievement represents a sig-
nificant improvement compared to the second-best method,
KAFAL, which reaches 98.93% of the fully supervised per-
formance, demonstrating the effectiveness of uncertainty
calibration in FEAL. Additional results with different an-
notation budgets/ratios are available in Appendix C.2.
Image segmentation. To further evaluate the effective-
ness of FEAL in segmentation tasks, we conducted experi-
ments on three real multi-center datasets: Fed-Polyp, Fed-
Prostate, and Fed-Fundus, with the results summarized in
Tab. 1. As can be seen, FEAL exhibits superior perfor-
mance on three multi-center segmentation datasets, as ev-
idenced by its higher Dice scores. Specifically, for Fed-
Polyp, FEAL yields a Dice score of 80.18% in the fifth

round, outperforming the second-best method Gradnorm
(L) by 1.34% and surpassing fully-supervised training by
2.00%. For Fed-Prostate, FEAL demonstrates improve-
ments of 0.85% and 0.92% over the second-best method
in the fourth and fifth FAL rounds, respectively. For Fed-
Fundus, FEAL not only surpasses other methods in seg-
menting both the optic disc and optic cup but also outper-
forms fully supervised training in the fourth and fifth rounds
of FAL. Complete results including HD95 and standard de-
viation are available in Appendix C.2.

4.3. Discussion

Effect of uncertainty calibration. We conducted exper-
iments on Fed-ISIC to evaluate the effects of different un-
certainty combinations: UG

epi, U
G
ale, and UL

ale. As summarized
in Tab. 2, combining aleatoric uncertainty from both global
and local models proves more effective than relying on just
one model. The best results are obtained with UG

epi, U
G
ale, and

UL
ale, showcasing the effectiveness of the proposed uncer-

tainty calibration. The ablation results on Fed-Polyp are in
Appendix C.3. Moreover, we visualize the aleatoric uncer-
tainty in both models on Fed-Polyp in Fig. 4. It is noticeable
that UG

ale and UL
ale highlight different regions, underscoring

the importance of combining aleatoric uncertainty in both
models for a more comprehensive assessment.

Table 2. Ablation study of uncertainty calibration on Fed-ISIC.

UG
epi UG

ale UL
ale Round 2 Round 3 Round 4 Round 5

- ✓ - 60.61±1.57 66.60±0.33 67.09±1.02 66.57±1.21

- - ✓ 62.20±3.56 66.84±1.99 66.13±1.52 67.45±0.69

- ✓ ✓ 63.43±1.11 67.18±0.55 66.58±1.02 66.70±0.28

✓ - - 61.97±1.25 65.87±0.59 67.09±1.24 66.41±1.10

✓ ✓ - 61.95±2.12 66.08±0.40 67.19±1.02 66.85±0.84

✓ - ✓ 61.07±1.24 65.17±1.58 67.16±0.73 65.92±1.95

✓ ✓ ✓ 65.18±0.41 67.77±1.31 68.41±1.01 68.46±0.37
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Figure 4. Visualization of aleatoric uncertainty on Fed-Polyp. UG
ale

and UL
ale denote the aleatoric uncertainty in the global and local

models, respectively.

Effect of diversity relaxation. We analyzed the impact of
hyperparameters, i.e. minimum neighbor size n and sim-
ilarity threshold τ , on Fed-ISIC. As depicted in Fig. 5(a),
eliminating diversity relaxation (‘w/o relaxation’) results in
a notable reduction in BMA in the fifth round, and the best
performance is achieved with n=5 and τ=0.85. The abla-
tion results on Fed-Polyp are reported in Appendix C.3.

1 2 3 4 5
AL round

52.5

55.0

57.5

60.0

62.5

65.0
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B
M

A
 (%
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(a) Minimum neighbor size n

1 2 3 4 5
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A
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=0.75
=0.80
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=0.90

(b) Similarity threshold τ

Figure 5. Ablation study of diversity relaxation on Fed-ISIC.

Effect of evidential model training. We performed exper-
iments to compare the evidential loss (L in Eq. 9) against
cross-entropy loss (CE) on Fed-ISIC and against dice loss
(Dice) on Fed-Polyp. The results are detailed in Tab. 3. As
can be seen, training with evidential loss results in an aver-
age performance gain of 1.03% on Fed-ISIC and 1.16% on
Fed-Polyp, respectively. This improvement can be primar-
ily attributed to evidence regularization, demonstrating the
efficacy of evidential model training. The ablation results
on the other three datasets are available in Appendix C.3.

Table 3. Ablation study of loss function.

Dataset Loss Round 2 Round 3 Round 4 Round 5

Fed-ISIC CE 64.28±1.64 66.69±0.95 67.32±1.16 67.40±0.22

L 65.18±0.41 67.77±1.31 68.41±1.01 68.46±0.37

Fed-Polyp Dice 70.14±0.10 75.77±0.67 77.23±0.21 79.48±0.62

L 72.06±0.72 76.39±0.66 78.62±1.44 80.18±0.10

Effect of trade-off weight λ. We further de-
termined the optimal setting for the hyperparame-
ter λ on Fed-ISIC, choosing from the candidate set
{1e−3, 5e−3, 1e−2, 5e−2, 1e−1}, the results are detailed
in Tab. 4. As can be seen, the best performance is achieved
when λ = 1e−2. The ablation results on Fed-Polyp are
reported in Appendix C.3.
Analysis of Dirichlet simplex. We analyze the Dirich-
let simplex on a subset of Fed-ISIC encompassing three

Table 4. Ablation study of trade-off weight λ on Fed-ISIC.

λ Round 2 Round 3 Round 4 Round 5
1e−3 63.49±3.00 64.57±2.70 66.25±1.17 65.45±1.06

5e−3 63.10±2.07 65.79±2.57 66.00±2.09 66.48±0.86

1e−2 65.18±0.41 67.77±1.31 68.41±1.01 68.46±0.37

5e−2 62.12±0.99 67.21±1.42 66.92±0.70 66.90±0.93

1e−1 63.53±2.03 66.21±0.35 66.03±2.34 67.78±1.17

classes. As illustrated in Fig. 6, when selecting samples
with FEAL, the Dirichlet distribution becomes more con-
centrated at the simplex’s corner for unlabeled samples, in-
dicating reduced epistemic uncertainty in the global model.
This trend verifies the effectiveness of CES in addressing
domain shifts. Additionally, starting with an identical set
of labeled samples, we tracked the selection of samples in
the second FAL round utilizing various FAL methods. The
Dirichlet simplexes of different methods are visualized in
Fig. 7. As can be seen, the Dirichlet distribution of sam-
ples selected by FEAL showcases a broader spread across
the simplex, indicating that FEAL effectively models the
global model’s knowledge of local data and prioritizes se-
lecting samples characterized by high epistemic uncertainty.
More details and results are available in Appendix C.3.
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Figure 6. Visualization of the Dirichlet simplex for unlabeled sam-
ples across five FAL rounds using FEAL.
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Figure 7. Visualization of the Dirichlet simplex for samples se-
lected in the second FAL round using various sampling strategies.

5. Conclusion and Social Impact
To address the challenge of unreliable data assessment us-
ing the global model under domain shifts, we proposed a
method FEAL, which places a Dirichlet prior over categori-
cal probabilities to treat the prediction as a distribution over
the probability simplex and leverages both aleatoric uncer-
tainty and epistemic uncertainty to calibrate the uncertainty
evaluation, enhancing the reliability of data assessment and
incorporating diversity relaxation to maintain sample diver-
sity. Extensive results verify the effectiveness. This work
holds the potential to advance healthcare by preserving data
privacy and facilitating collaborative research, ultimately
leading to more accessible and effective patient care.
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Larry S Davis, and Tomas Pfister. Consistency-based semi-
supervised active learning: Towards minimizing labeling
cost. In ECCV, pages 510–526, 2020. 3

[12] Yongxin Guo, Xiaoying Tang, and Tao Lin. Fedbr: improv-
ing federated learning on heterogeneous data via local learn-
ing bias reduction. In ICML, pages 12034–12054, 2023. 2

[13] Gao Huang, Zhuang Liu, Laurens Van Der Maaten, and Kil-
ian Q Weinberger. Densely connected convolutional net-
works. In CVPR, pages 4700–4708, 2017. 6

[14] Siyu Huang, Tianyang Wang, Haoyi Xiong, Jun Huan, and
Dejing Dou. Semi-supervised active learning with temporal
output discrepancy. In ICCV, pages 3447–3456, 2021. 2, 3,
6, 7

[15] Wenke Huang, Mang Ye, Zekun Shi, He Li, and Bo Du. Re-
thinking federated learning with domain shift: A prototype
view. In CVPR, pages 16312–16322. IEEE, 2023. 2

[16] Meirui Jiang, Zirui Wang, and Qi Dou. Harmofl: Harmoniz-
ing local and global drifts in federated learning on heteroge-
neous medical images. In AAAI, pages 1087–1095, 2022. 5,
6

[17] Meirui Jiang, Holger R Roth, Wenqi Li, Dong Yang, Can
Zhao, Vishwesh Nath, Daguang Xu, Qi Dou, and Ziyue Xu.
Fair federated medical image segmentation via client contri-
bution estimation. In CVPR, pages 16302–16311, 2023. 2

[18] Audun Jøsang. Subjective logic. 2016. 4
[19] Sai Praneeth Karimireddy, Satyen Kale, Mehryar Mohri,

Sashank Reddi, Sebastian Stich, and Ananda Theertha
Suresh. Scaffold: Stochastic controlled averaging for fed-
erated learning. In ICML, pages 5132–5143, 2020. 2

[20] SangMook Kim, Sangmin Bae, Hwanjun Song, and Se-
Young Yun. Re-thinking federated active learning based on
inter-class diversity. In CVPR, pages 3944–3953, 2023. 2, 3,
6, 7
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