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Abstract

Tumor synthesis enables the creation of artificial tumors
in medical images, facilitating the training of AI models for
tumor detection and segmentation. However, success in tu-
mor synthesis hinges on creating visually realistic tumors
that are generalizable across multiple organs and, further-
more, the resulting AI models being capable of detecting
real tumors in images sourced from different domains (e.g.,
hospitals). This paper made a progressive stride toward
generalizable tumor synthesis by leveraging a critical ob-
servation: early-stage tumors (< 2cm) tend to have simi-
lar imaging characteristics in computed tomography (CT),
whether they originate in the liver, pancreas, or kidneys.
We have ascertained that generative AI models, e.g., Dif-
fusion Models, can create realistic tumors generalized to a
range of organs even when trained on a limited number of
tumor examples from only one organ. Moreover, we have
shown that AI models trained on these synthetic tumors can
be generalized to detect and segment real tumors from CT
volumes, encompassing a broad spectrum of patient demo-
graphics, imaging protocols, and healthcare facilities.

1. Introduction
Tumor synthesis enables the creation of artificial tumor ex-
amples in medical images [11, 42, 88], it is particularly
valuable when there is a dearth or complete absence of per-
voxel annotated real tumors (e.g., early-stage tumors) for
effective AI training. Typically, to train AI models for tu-
mor detection in multiple (N ) organs, annotated real tu-
mor examples from each of these organs are necessary, and
ideally, in substantial numbers [14, 43, 54, 55, 97]. Fur-
thermore, AI models often fail to generalize across images
from different hospitals, which may vary due to variations
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in imaging protocols, patient demographics, and scanner
manufacturers [61, 95, 96]. The challenge amplifies with
the need for extensive manual annotations, a task that could
demand up to 25 human years for annotating just one tu-
mor type [1, 9, 83]. The task of collecting and annotating
a comprehensive dataset encompassing tumors from multi-
ple organs (N ) and images from numerous hospitals (M ) is
daunting, considering both annotation cost and complexity
(N ×M ). We hypothesize that tumor synthesis could solve
this challenge by creating various tumor types across non-
tumor images from multiple hospitals, even when only one
tumor type is available, thereby simplifying the complexity
from N ×M to 1×M .

Success in tumor synthesis hinges on creating visually
realistic tumors that are generalizable across multiple or-
gans and, furthermore, the resulting AI models being gen-
eralizable in detecting real tumors in images sourced from
different hospitals. Previous studies have introduced gen-
erative models to create synthetic medical data (not lim-
ited to tumors) such as polyp detection from colonoscopy
videos [69], COVID-19 detection from Chest X-ray [26,
56, 87], and diabetic lesion detection from retinal im-
ages [78]—refer to §5 for a comprehensive review. How-
ever, these studies have primarily focused on enhancing the
detection and segmentation of specific tumors without fully
exploring the wider generalizability of these models across
different organs and patient demographics.

This paper made a progressive stride toward generaliz-
able tumor synthesis by leveraging a critical observation:
early-stage tumors (< 2cm) tend to have similar imaging
characteristics in computed tomography (CT)1. Early-stage
tumors typically present small, round, or oval shapes with
minimal deformation and exhibit relatively simple and uni-

1Note that, owing to the public dataset constraints, we have only ver-
ified the similarity across early hepatocellular carcinoma and intrahep-
atic cholangiocarcinoma from the liver, pancreatic ductal adenocarcinoma
from the pancreas, and renal cell carcinoma from kidneys.
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Figure 1. Generalizable tumor synthesis across organs. Early-stage tumors present similar imaging characteristics in computed tomog-
raphy (CT), whether they are located in the liver, pancreas, or kidneys. Leveraging this observation, we develop a generative AI model on
a few examples of annotated tumors in a specific organ, e.g., the liver (in purple). This AI model (in purple), trained exclusively on liver
tumors, can directly create synthetic tumors in those organs where CT volumes of annotated tumors are relatively scarce, e.g., the pancreas
(in cyan) and kidneys (in blue and green). By integrating synthetic tumors into extensive CT volumes of healthy organs—routinely col-
lected in clinical settings—we can substantially augment the training set for tumor segmentation. This enhancement can also significantly
improve the AI generalizability across CT volumes sourced from diverse hospitals and patient demographics.

form textures in CT volumes [13]. Hence, early tumors in
parenchymal organs (e.g., liver, spleen, pancreas, adrenal
glands, and kidneys) should appear similarly, as shown in
Figure 1. The major difference is the contrast between the
tumors and background organs or other anatomical struc-
tures rather than the tumors themselves. Using four public
datasets and our proprietary datasets, §2 verifies the simi-
larity of early-stage tumors across various organs.

Leveraging this observation, we introduce a novel frame-
work, termed DiffTumor, that can learn the common imag-
ing characteristics of tumors across various organs, and the
generated synthetic tumors are useful for training AI models
to detect and segment real tumors from CT volumes of vary-
ing patient demographics. The development of DiffTumor
is composed of three stages. ① Training an Autoencoder
Model—consisting of an encoder and decoder—on 9,262
unlabeled three-dimensional CT volumes. The use of large,
diverse datasets can enhance the model’s ability to gener-
alize across CT volumes of different patient demographics
and reduce the need for annotated tumor volumes for train-
ing Diffusion Models in the subsequent stages. The proxy
task is image reconstruction, which facilitates the model
in learning comprehensive latent features. ② Training a
Diffusion Model—a specific type of generative models—
using latent features and tumor masks as conditions. Once
trained, this model can generate latent features necessary
for reconstructing CT volumes with tumors based on ar-
bitrary masks. ③ Training a Segmentation Model using
synthetic tumors, which are reconstructed by the decoder,
and their corresponding masks. With a large repository of
healthy CT volumes, our DiffTumor framework can pro-
duce a vast array of synthetic tumors, varying in location,

size, shape, texture, and intensity, therefore fostering high-
performing AI models for tumor detection/segmentation.

The key contributions of this paper are two-fold. Firstly,
we have verified with feature analysis, reader studies, and
clinical knowledge that early-stage tumors (< 2cm) mani-
fest with similar imaging characteristics across various or-
gans in CT volumes, establishing the foundation for the de-
velopment of generalizable tumor synthesis. Secondly, we
have developed a three-stage tumor synthesis framework,
DiffTumor, that trains generative models with minimal an-
notations (Figure 5; one annotated CT volume), creates syn-
thetic tumors in real-time (Figure 6; 100 ms/tumor), and im-
proves early-stage tumor detection (Figure 7; improved sen-
sitivity up to +28.6%). In summary, compared with training
AI on extensively annotated CT volumes of real tumors, our
DiffTumor is generalizable from two critical perspectives.
1. DiffTumor can create visually realistic tumors gener-

alizable to a range of organs even when the diffusion
model was trained on a limited number of tumor exam-
ples from a specific organ (§4.2; +10.7% DSC).

2. DiffTumor can develop an AI model to detect and seg-
ment real tumors generalizable to a variety of CT vol-
umes of varied patient demographics, imaging protocols,
and healthcare facilities (§4.3; +9.1% DSC).

2. Preliminary
We observe that early-stage tumors (< 2cm)2 often share
similar imaging characteristics in CT volumes, whether

2Based on the TNM system, the most widely used staging system for
classifying a malignancy tumor, we recognize a primary malignant tumor
with a diameter less than 2 cm and no evidence of nearby lymph node
involvement or metastasis as an early-stage tumor [8, 24, 66].
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Figure 2. Reader studies and feature analysis. We assess the performance of a support vector machine (SVM) classifier, using Radiomics
features [16], and three expert radiologists in identifying the originating organs of cropped tumors. The SVM classifier is tasked with a
three-way classification to ascertain whether a tumor originates from the liver, pancreas, or kidneys. In a similar test, radiologists examine
the original CT images of these tumors. Reader study results on the left panel indicate significant challenges for both the SVM classifier
and the radiologists in accurately identifying the origin of early-stage tumors. The precision and recall scores for both methods closely
resemble those of random guessing. Additionally, on the right panel, we present a t-SNE visualization of Radiomics features for tumors
from the liver, pancreas, and kidneys. These results highlight the considerable similarity in features and images of early-stage tumors.

they originate in the liver, pancreas, or kidneys. This obser-
vation, when confirmed, could have profound implications
for generative AI in medical imaging. It suggests that gen-
erative AI might be trained on one tumor type, for which
data and annotations are more easily obtained, and then
applied to create various tumor types in different organs,
where acquiring sufficient data can be challenging. Using
synthetic tumors can substantially improve AI performance
in tumor detection and segmentation in practice. In light of
this, we have rigorously pursued the validation through four
approaches as follows.

(1) Radiologist reader study. The objective of the reader
study is to assess the ability of radiologists to recognize
the organ class of early cancer. We uniformly crop 360
CT images of the tumor region from three abdominal or-
gans, as per the annotations. In order to exclude the in-
fluence of surrounding organ textures on recognition, we
only retain a small amount of organ textures in the tumor
boundary region. Examples of CT crops used for the reader
study are provided in Figure 2, and more examples are in
Appendix A. Three expert radiologists, qualified under the
Quality Standards Act, participate in the reader study. The
recognition results are shown in Figure 2(a). The nearly ran-
dom probability of the precision and recall scores indicates
that the appearance of early-stage tumors is so similar that
even experienced radiologists have difficulty distinguishing
the organ types of these tumors.

(2) Radiomics feature analysis. We now analyze the sim-
ilarity in Radiomics features3 of early-stage tumors. Quan-

3We utilize the official Radiomics feature repository [76, 77] to ex-
tract the appearance features, which include 3D shape-based features, gray

titatively, we train three types of learning-based classifiers,
including support vector machine (SVM), Random Forests,
and AdaBoost, to identify the organ types of early-stage tu-
mors. To draw a general conclusion, we conducted ten re-
peated experiments and calculated the precision and recall
scores of these classifiers in both the training and test sets.
The final results for SVM show that the precision and re-
call for the training set are close to 1, indicating that SVM
is well-trained and capable of learning a decent decision
boundary for the training set. However, the precision scores
for the test set are nearly equivalent to random probability,
as shown in Figure 2(a). Similarly, Random Forest achieves
a precision of 50.3% and a recall of 54.9%, while AdaBoost
achieves a precision of 35.4% and a recall of 49.5%. This
suggests that even a well-trained classifier struggles to rec-
ognize the organ types of unseen early-stage tumors. Quali-
tatively, Figure 2(b) visualizes the feature mapping in a two-
dimensional space using t-SNE. The appearance features of
early-stage tumors are distributed in a joint feature space,
and there is no separation for different organ types.

(3) Deep feature analysis. We investigate the similarity of
early tumors across different organs using deep features ex-
tracted by ResNet and DenseNet. These two networks are
trained to classify the types of organs affected by early-stage
tumors. ResNet achieves a precision of 59.7% and a recall
of 55.6%; DenseNet achieves a precision of 44.3% and a re-
call of 61.1%. As seen, no matter whether using hand-craft
features or deep features, the results reached a consistent

level co-occurrence matrix, gray level run length matrix, gray level size
zone matrix, neighboring gray-tone difference matrix, and gray level de-
pendence matrix. More details can be seen in Appendix B.
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observation—none of the classifiers can distinguish early
tumors correctly among the three organs.

(4) Clinical evidence and justification. Tumorigenesis is
a gradual, multi-step process involving cellular and histo-
logical changes that culminate in successively malignant le-
sions [13]. Histologically, early-stage tumors often exhibit
well-to-moderately differentiated neoplastic cells with mild
atypia, limited hemorrhage, and necrosis [4, 15, 20]. This
cellular similarity leads to shared imaging features across
various parenchymal organs (e.g., liver, pancreas, spleen,
adrenal gland, kidney). Early-stage tumors typically appear
as relatively homogeneous nodules with indistinct margins
and small diameters in CT images [71]. These consistent
characteristics, observed across populations, ages, and gen-
ders, suggest that tumor synthesis models could learn and
generalize shared imaging features across organs.
• Liver tumors: Hepatocellular carcinoma (HCC) in the

early stage presents as a small, well-differentiated nodule
with minimal metastatic potential [25]. Active neoangio-
genesis leads to reduced portal triads and an isoattenuat-
ing or hypoattenuating appearance (wash-out) in the ve-
nous phase compared to surrounding parenchyma [4].

• Pancreatic tumors: Multiphase CT with intravenous
contrast is preferred for diagnosing suspected pancreatic
lesions [50]. Most pancreatic ductal adenocarcinomas
(PDACs) exhibit hypoenhancement relative to surround-
ing tissue due to their dense fibroblastic stroma [21].

• Kidney tumors: CT is the gold standard for evaluating
renal cell carcinoma (RCC) [52]. Clear cell RCC, the
most common subtype, typically presents as a small, hy-
poattenuating renal lesion with surrounding homogenous
enhancement in the nephrographic phase [79].

3. DiffTumor

3.1. Autoencoder Model

Diffusion models directly applied to three-dimensional CT
volumes incur significant computational costs. To address
this, Latent Diffusion Models (LDMs) [67] operate within
a compressed, lower-dimensional latent space. Following
this approach, we construct our diffusion model within the
latent space of 3D CT volumes. Our first step involves train-
ing a 3D autoencoder to learn meaningful, compressed la-
tent representations. We adapt the Vector Quantized Gen-
erative Adversarial Networks (VQGAN) [22] architecture,
replacing 2D convolutions with their 3D counterparts.

Formally, we denote a CT sub-volume as x∈RH×W×D,
where H denotes the height, W the width, and D the
depth. The CT sub-volume x is first converted to latent
features z by an encoder f and a quantization operation q,
i.e., z=q (f(x))∈Zh×w×d, where h denotes the feature
height, w the feature width, and d the feature depth. In the
vector quantization step, the latent features z are quantized

into cz ∈Rh×w×d×c by replacing each one with its clos-
est corresponding codebook vector in the learned codebook
C = {ci}Ki=1. K is the codebook size. Finally, a decoder g
reconstructs the latent from cz to x̂ = g (cz). The loss is a
summation of three terms:

Lrecon + Lcodebook + αLcommit, (1)

where Lrecon = ∥x− x̂∥1, Lcodebook = ∥sg [f(x)]− cz∥22,
and Lcommit =α ∥sg [cz]− f(x)∥22. sg[·] denotes the stop-
gradient operation and α the coefficient.

In addition to these three loss terms, we also adopt a
perceptual loss and a discriminator to improve the recon-
struction quality. For 3D CT reconstruction, we adopt a
3D volume discriminator Dv to penalize implausible ar-
tifacts for the 3D reconstruction of x̂, and a 2D slice
discriminator Ds to encourage per-slice quality. To sta-
bilize the GAN training, we add the feature matching
losses Lmatch . Moreover, due to the CT volumes being
preprocessed to isotropic volume, we constrain the high-
frequency texture for all three planes of x̂ by using percep-
tual loss for projected reconstruction slices x̂HW ∈RH×W ,
x̂HD ∈RH×D, x̂WD ∈RW×D. The overall objective of
the Autoencoder is:

min
f,g,C

(
Lrecon + Lcodebook + αLcommit + Lmatch + Lperceptual

)
+ min

f,g,C

(
max

Ds,Dv

(Ldisc )

)
,

(2)

where
Ldisc = logDs/v(x) + log

(
1−Ds/v(x̂)

)
, (3)

Lmatch =
∑
i

∥∥∥D(i)
s/v

(x̂)−D
(i)
s/v

(x)
∥∥∥
1
. (4)

D
(i)
s/v denotes the ith layer of discriminators.

3.2. Diffusion Model

We aim to synthesize realistic and diverse CT volumes with
tumors to facilitate the training of the tumor segmentation
model. Given the fact that healthy CT volumes are much
more accessible than CT volumes with tumors, we focus
only on tumor synthesis, and we do not intend to model
organ textures outside of the tumors, which can be easily
obtained from healthy CT volumes. To be specific, our dif-
fusion model is conditioned on both a tumor mask that indi-
cates the shape and location of tumors in the latent feature
and the healthy region of CT volumes.

Formally, given a pair of tumor-present CT volume x0

and the mask of its tumor region m, the diffusion model is
conditioned on both the tumor mask m and the healthy re-
gion zhealthy

0 := (1−m)⊙z0. The diffusion model approxi-
mates the distribution of the latent features of tumor-present
CT volumes. In the forward process, the latent feature z0 is
gradually converted to white Gaussian noise zT ∼ N (0, 1)
by recursively adding a small amount of Gaussian noise T
times following the Markov process below:

p (zt | zt−1) = N
(
zt;

√
1− βtzt−1, βtI

)
, (5)
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Figure 3. Overview of the DiffTumor framework. Towards generalizable tumor synthesis, developing our DiffTumor involves three
stages. ① Training an Antoencoder Model—consisting of an encoder and decoder—to learn comprehensive latent features. The learning
task here is image reconstruction performed on 9,262 unlabeled three-dimensional CT volumes. Both the trained encoder and decoder
will be used in subsequent stages. ② Training a Diffusion Model—a specific type of generative models—using latent features and tumor
masks as conditions. Once trained, this model can generate latent features necessary for reconstructing CT volumes with tumors based on
arbitrary masks. ③ Training a Segmentation Model using CT volumes of synthetic tumors, which are reconstructed by the decoder. With a
large repository of healthy CT volumes, our DiffTumor framework can produce a vast array of synthetic tumors, varying in location, size,
shape, texture, and intensity, therefore fostering high-performing AI models for tumor detection/segmentation.

where t ∈ [1, 2, .., T ] denotes the timestep and β1:T is the
variance schedule of noise.

In the inference, we synthesize the latent feature
of CT volumes by sampling from p

(
z0 | zhealthy

0 ,m
)

,
which is approximated by recursively sampling from
p
(
zt−1, | zt, zhealthy

0 ,m
)

. The training objective of our
diffusion model [34] is as follows:

Ez0,ϵ∼N (0,1),t

[∥∥∥ϵ− ϵθ

(
zt,z

healthy
0 ,m, t

)∥∥∥2
2

]
, (6)

where ϵθ(·, t) is a 3D U-Net with interleaved self-attention
layers and convolutional layers [34, 60] that predicts the
noise given the input. To reduce the heavy computational
cost for 3D CT volumes, we factorize the self-attention over
the entire 3D data to first only attend to each 2D slide and
then attend to the depth dimension, inspired by 3D video
Transformers [3, 5]. This design largely reduces the com-
putation cost of the self-attention layers in the 3D U-Net.

3.3. Segmentation Model

We construct a large-scale database of healthy CT vol-
umes as a basis for our tumor synthesis method. This
database includes 1,246 volumes with healthy livers, 1,901
with healthy pancreases, and 1,005 with healthy kidneys,
ensuring diversity across ages, genders, nationalities, and
acquisition protocols. Following Hu et al. [37], we gen-
erate realistic tumor-like shapes using ellipsoids and refine
them with expert radiologist feedback for clinical plausibil-
ity (implementation details in Appendix E). By combining
these generated tumor masks with the healthy CT volumes
(Figure 3–Stage 3), we synthesize tumors across various do-
mains, promoting generalizability in our model.

4. Experiments & Results
Real-tumor datasets. LiTS [6], MSD-Pancreas [2], and
KiTS [33] were used for training and testing Segmenta-
tion Models on the liver, pancreas, and kidneys, respec-
tively. We performed 5-fold cross-validation on 118 tumor
CT volumes for LiTS and 120 tumor CT volumes for MSD-
Pancreas and KiTS.
Healthy CT datasets. We collect a large repository of
healthy CT volumes. Due to the computational cost and
memory limitation for training, we only randomly selected
120 healthy CT volumes for the kidney and pancreas, re-
spectively. For liver, we adopt the same healthy CT volumes
as Hu et al. [37]. More details about dataset and implemen-
tation can be found in Appendix E.

4.1. Visual Turing Test

We conduct the Visual Turing Test on 240 CT volumes for
three organs, respectively, where 120 volumes are with real
tumors, and the remaining 120 volumes are with synthe-
sized tumors by our method. Four radiologists, with varying
levels of experience ranging from junior to senior and pro-
fessional, are involved in this test. The total Visual Turing
Test took 144 hours (2,880 CTs). Following Hu et al. [37],
each sample is inspected in a 3D view to be classified as ei-
ther real or synthetic, allowing for the observation of a con-
tinuous slice sequence. The testing results are shown in Ta-
ble 1. All radiologists are able to identify real tumors with a
high sensitivity score (above 90%). This indicates their fa-
miliarity with the characteristics of real tumors. However,
the low specificity scores (below 40%) on the three types of
tumors for radiologists R1 and R3 suggest that the synthetic
data strongly resembles real tumors, leading to most syn-
thetic tumors being misidentified as real ones. As for R2
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R1 R2 R3 R4

liver
sensitivity (%) 98.3 99.2 100 100
specificity (%) 31.7 53.3 39.2 45.8
accuracy (%) 65.0 76.3 69.6 72.9

pancreas
sensitivity (%) 96.7 100 100 98.3
specificity (%) 22.5 44.2 34.2 38.8
accuracy (%) 59.6 72.1 67.1 68.3

kidney
sensitivity (%) 95.8 98.3 99.2 97.5
specificity (%) 36.7 55.0 40.8 51.7
accuracy (%) 66.3 76.7 70.0 74.6

positives: real tumors (N = 120); negatives: synthetic tumors (N = 120).

Table 1. Visual Turing Test over three organs has been conducted
with four radiologists (R1–R4). Each radiologist was provided
with 240 three-dimensional CT volumes of each organ, including
120 scans with real tumors and the remaining 120 with synthetic
ones. Radiologists were tasked to label each CT volume as real or
synthetic. A lower specificity score indicates a higher number of
synthetic tumors being identified as real.

and R4, who have more experience, the specificity scores
are higher than those of R1 and R3, approximating 50%.
This indicates that nearly 50% of synthetic samples are still
incorrectly identified as real tumors. These results confirm
the efficacy of DiffTumor in generating visually realistic
tumors.

4.2. Generalizable to Different Organs

DiffTumor can generate visually realistic tumors general-
izable to a range of organs, although Diffusion Model is
only trained on a specific organ tumor. In order to ver-
ify the effectiveness of our method’s generalization capac-
ity across different organs, we conducted comparative ex-
periments across three different abdominal organs. This
involved training all Segmentation Models on tumor data
from a single organ, and then applying that training to the
other two organs. For the results of our method, we train
DiffTumor on source organ data, then utilize healthy CT
volumes to synthesize tumors in the target organ, which
are used for further training of Segmentation Models. To
showcase the broad applicability of our synthetic data, we
compare the early-stage tumor detection capabilities across
three commonly used backbones. The generalization result,
shown in Table 2, suggests that it is difficult for Segmenta-
tion Models trained on real data to generalize across differ-
ent organs, leading to poor performance in early-stage tu-
mor detection. Hu et al. [37] introduces a modeling-based
method, which can maintain consistent sensitivity scores for
the same target, regardless of the source domain. The gener-
alization ability of DiffTumor across organs surpasses that
of most models, except in the setting that generalizing tu-
mors from kidney to liver. Moreover, we demonstrate the
strength of DiffTumor used as an augmentation method for
real tumors in the same organ, as shown in Table 2. In par-
ticular, there is a notable improvement of 10.7% in the Dice

Early-stage tumor detection performance (tumor-wise Sensitivity %).

source \ target liver pancreas kidneys

liver
real tumors 75.6 0 2.4
Hu et al. [37] 77.8 56.3 52.4
DiffTumor 82.2 56.3 76.2

pancreas
real tumors 0.7 64.3 0
Hu et al. [37] 74.1 67.0 52.4
DiffTumor 75.3 71.4 71.4

kidney
real tumors 0.1 0 50.0
Hu et al. [37] 74.1 56.3 66.7
DiffTumor 68.8 61.6 78.6

All-stage tumor segmentation performance (DSC %).

backbone method liver pancreas kidneys

U-Net real tumors 62.3±28.3 56.0±24.8 75.1±27.2
DiffTumor 70.9±21.1 64.8±24.5 84.2±9.5

nnU-Net real tumors 64.3±26.5 59.9±23.8 73.8±20.9
DiffTumor 73.6±18.1 63.6±27.7 84.5±11.5

SwinUNETR real tumors 65.1±23.5 52.2±31.2 80.6±19.6
DiffTumor 71.4±19.1 62.2±26.1 85.1±8.7

Table 2. Generalizable to different organs: comparison of gen-
eralization for early-stage tumor detection under different source
organs. The scores in bold represent the best performance in each
domain. DiffTumor achieves the best performance in almost all
domains. Furthermore, DiffTumor serves as an effective data
augmentation method for real tumors in three abdominal organs,
yielding substantial improvements in all-stage tumor segmenta-
tion. Additional results for different segmentation backbones with
more metrics can be found in the Appendix C.

Similarity Coefficient (DSC) for kidney tumors when using
nnU-Net backbone. Furthermore, a decrease in the standard
deviations of the DSC scores suggests that Segmentation
Models become more stable. The significant improvement
in DSC scores across all three organs proves that DiffTu-
mor is an effective data augmentation method to enhance
the performance of Segmentation Model.

4.3. Generalizable to Different Demographics

The ability of Segmentation Model to be generalizable to
different demographics is critically important. It indicates
that the model can effectively process CT scans from a di-
verse population, including various ages, genders, and eth-
nicities. To affirm the enhancement of DiffTumor for Seg-
mentation Model to detect and segment real tumors across
different individuals, we evaluate the generalization abil-
ity of Segmentation Model using a proprietary dataset at
Hopkins [83]. This dataset includes various real pancreatic
tumors (PDAC and Cyst) from diverse patient demograph-
ics. We utilize DiffTumor with Diffusion Model trained on
MSD-Pancreas to enhance Segmentation Model. More de-
tails about the dataset and experiment setting can be found
in Appendix D. Figure 4 shows that our synthetic data can
yield an average improvement of 6.9% in DSC and 16.4%
in sensitivity with the U-Net backbone. In particular, the
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Figure 4. Generalizable to various demographics. Tumor detec-
tion and segmentation enhancement for individuals across various
age groups and genders. DiffTumor can consistently boost tumor
detection and segmentation performance by a significant margin in
each patient group. Results of more segmentation backbones (e.g.,
nnU-Net and Swin UNETR) can be found in Appendix D.

improvement for people aged 50–60 is significant, with an
enhancement of 18.9% in sensitivity and 9.1% in DSC. For
both males and females, there are noticeable performance
improvements for tumor detection and segmentation. These
results demonstrate that our synthetic data can provide valu-
able assistance in clinical tumor analysis for individuals
across various age groups and genders.

4.4. Advantages of DiffTumor

(1) Reduced annotations for Diffusion Model. The qual-
ity of synthetic data produced by a generative model is typ-
ically heavily reliant on the quantity and diversity of the
paired training data used during the training phase [12, 40,
65].We study the relationship between the number of anno-
tated real tumors needed for the Diffusion Model and the
performance of the Segmentation Model. We find that the
relationship between the amount of paired training data and
the quality of synthetic data isn’t always linear, as shown
in Figure 5. In particular, DiffTumor only requires just
one annotated tumor to train the Diffusion Model and gen-
erate synthetic tumors for the subsequent training of Seg-
mentation Model. This contradicts the typical experience
in computer vision [65], which generally requires large-
scale data for training. The results indicate that for train-
ing the Diffusion Model, particularly for early tumors, we
can rely on a smaller number of real tumors. This find-
ing could have important implications for the efficiency and
cost-effectiveness of training DiffTumor.

Figure 5. Reduced annotations for Diffusion Model. Diffusion
Model, trained on annotated tumors in Stage ②, can generate syn-
thetic tumors for the subsequent training of Segmentation Model
in Stage ③. We investigate the relationship between the number
of annotated real tumors required for Diffusion Model and the re-
sultant performance of Segmentation Model. Results with varying
numbers of annotated tumors reveal a surprising finding: extensive
annotations are not necessary for tumor synthesis, contrary to the
experience in computer vision [67, 68]. Notably, training Diffu-
sion Model with only one annotated tumor seems to be sufficient.
This efficiency is connected to our earlier observation in §2 that
tumors, particularly in their early stages, tend to present similar
appearances across different organs, thus facilitating the learning
process of Diffusion Model with fewer annotated examples.

(2) Accelerated tumor synthesis. The speed of tumor
synthesis plays a crucial role in the practical application of
synthetic data. Real-time synthes can significantly speed up
the training process of Segmentation Model. The speed of
generating synthetic tumors in Diffusion Model is signifi-
cantly influenced by the timestep T . We examine the impact
of the timestep on the performance of Segmentation Model.
The synthetic quality using DDPM sampling [34] with dif-
ferent timestep is illustrated in Figure 6. As can be seen,
when T = 1, the model collapses and fails to synthesize re-
alistic textures for both the organ and tumor textures. Con-
sequently, using these synthetic data to train the Segmen-
tation Model results in poor performance. However, when
T is increased to more than 1, the corresponding texture
can be well-generated, leading to good performance in the
Segmentation Model. In consideration of the trade-off be-
tween performance and efficiency, we default to a timestep
of T = 4 for early tumor synthesis. This balance allows for
the generation of high-quality synthetic data while main-
taining a reasonable efficiency level.

(3) Improved early tumor detection. Detecting tumors
in their early stages can greatly increase the chances of suc-
cessful treatment and survival. However, obtaining early-
stage cancer data is challenging in practice and such cases
in real datasets remain scarce. This limits the AI model’s
ability to detect early tumors. As shown in Figure 7, there
are several failure cases for Segmentation Model trained on
real data. However, with the incorporation of our synthetic
data, Segmentation Models’ capability to detect early-stage
tumors improves significantly. This is one of the primary
reasons why DiffTumor can achieve the best performance
as displayed in Table 2. This demonstrates the value and ef-
ficacy of synthetic data in enhancing early tumor detection.
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Figure 6. Accelerated tumor synthesis. The speed of generating
synthetic tumors in Diffusion Model is significantly influenced by
the timestep hyper-parameter (see figure). A faster tumor synthesis
is preferred in Stage ③ when training Segmentation Model, so we
examine the impact of timestep on the performance of Segmenta-
tion Model. Our findings indicate that a timestep of 4, generating
a tumor in 0.2 seconds, provides the most favorable results among
various tested timesteps. Considering the trade-off between per-
formance and efficiency, we chose a timestep of 4 for this study.

5. Related Work

Generative models such as Energy-Based Models [19, 51,
94], Variational Autoencoders (VAE) [46–48], Generative
Adversarial Networks (GAN) [10, 17, 28–30, 42, 88], and
normalizing flows [49, 63, 89] have shown significant po-
tential in creating realistic images. Among these, Diffu-
sion Models [34, 72, 73] and their variants [45, 67, 75]
have recently emerged as particularly advanced in im-
age generation. In the medical field, generative models
have been effectively utilized for tasks like image-to-image
translation [58, 59, 62], reconstruction [74, 85], segmenta-
tion [23, 44, 81], image denoising [27], and anomaly de-
tection [70, 82, 84]. In this work, we focus on generating
tumors in abdominal organs based on the textures of the sur-
rounding organs, which significantly reduces the annotated
data required for training. Refer to Appendix F for a more
comprehensive comparison with our DiffTumor.

Tumor synthesis that is widely effective for a variety of
organs is an attractive topic. Successful works related to tu-
mor synthesis based on various medical modalities include
colon polyp synthesis in colonoscopy videos [69], tumor
cell synthesis in fluorescence microscopy images [35], syn-
thesized brain tumors [7, 91] and myocardial pathology [90]
in MRI, lung nodule synthesis in CT images [31, 41, 86],
and lesion in dermatoscopic images [18]. Additionally,
there are many works on synthesizing non-cancerous le-
sions such as COVID-19 lesion synthesis in chest CT [56,

Figure 7. Enhanced early tumor detection. We analyzed fail-
ure cases of AI models trained on real tumors, identifying that
these models often overlook early-stage tumors characterized by
blurry boundaries, small sizes, and peripheral organ locations.
Our DiffTumor enhances the detection and segmentation of these
challenging tumors by extensively generating small tumors for AI
training (evidenced in Table 2). Further visualizations and exam-
ples are available in Appendix C.

87], and diabetic lesion synthesis in retinal images [78]. Re-
cent studies have improved the realism of synthetic tumors
in the liver [36, 38, 57, 93] and pancreas [53, 80]. AI trained
on these synthetic tumors perform similarly well as those
trained with real tumors. However, these methods need to
be redesigned for tumors in other organs, which severely
limits the generalization capabilities. In this work, we learn
the tumor distribution based on generative models, i.e., Dif-
fusion Models, to realize generalizable tumor synthesis.

6. Conclusion
This work introduces DiffTumor for generalizable tumor
synthesis. We leverage the observation that early-stage
tumors share similar imaging characteristics in CT scans
across different organs (e.g., liver, pancreas, kidneys). As a
result, DiffTumor trained solely on annotated liver tumors
can directly synthesize tumors in other organs with lim-
ited annotated data (e.g., pancreas, kidney). By augmenting
large-scale datasets of healthy organs (readily available in
clinical settings) with these synthetic tumors, we substan-
tially expand training data for tumor segmentation models.
This augmentation significantly improves AI generalizabil-
ity across diverse hospital systems and patient populations.
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