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Figure 1. Left: Reliability diagram (calibration curve) of multi-label DNNs trained with the asymmetric focal loss [40], ASY loss [61], and our proposed
loss. Right: corresponding retrieval results on the multi-label retrieval task, where the user specifies a query string of desired labels P and undesired labels
N . Correct retrieval results are highlighted in green. Improved calibration substantially improves retrieval performance.

Abstract
The problem of calibrating deep neural networks

(DNNs) for multi-label learning is considered. It is well-
known that DNNs trained by cross-entropy for single-label,
or one-hot, classification are poorly calibrated. Many cali-
bration techniques have been proposed to address the prob-
lem. However, little attention has been paid to the cali-
bration of multi-label DNNs. In this literature, the focus
has been on improving labeling accuracy in the face of se-
vere dataset unbalance. This is addressed by the introduc-
tion of asymmetric losses, which have became very popular.
However, these losses do not induce well calibrated clas-
sifiers. In this work, we first provide a theoretical expla-
nation for this poor calibration performance, by showing
that these loses losses lack the strictly proper property, a
necessary condition for accurate probability estimation. To
overcome this problem, we propose a new Strictly Proper
Asymmetric (SPA) loss. This is complemented by a Label
Pair Regularizer (LPR) that increases the number of cali-
bration constraints introduced per training example. The
effectiveness of both contributions is validated by extensive
experiments on various multi-label datasets. The resulting
training method is shown to significantly decrease the cal-
ibration error while maintaining state-of-the-art accuracy.

1. Introduction
Deep neural networks (DNNs) including convolutional neu-
ral networks (CNNs) [27, 35] and vision transformers
(ViTs) [13] have demonstrated great capacity for solving su-
pervised learning tasks in computer vision. However, many
applications require trust-worthy machine learning systems,
which are not only accurate but also probability calibrated,
i.e. able to produce accurate estimates of the posterior prob-
abilities of the various classes. A classifier is calibrated if
it predicts a posterior class probability of p when the se-
lection of the class is correct p × 100% of the time. The
importance of calibration has been noted for many appli-
cations. For example, in medical diagnosis [44, 82], prob-
abilities can be used to determine which examples require
human inspection, thus avoiding the cost of manually in-
specting all images. However, the process can only be
trusted if the DNN provides accurate posterior estimates.
The safety-critical nature of the application makes proba-
bility calibration a critical requirement to enable this func-
tionality. Cost-sensitive applications [15], e.g. fraud detec-
tion [2, 50] or business decision making [56, 75], involve
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different costs for different types of misclassification er-
rors. In such cases, accurate class-posterior probabilities
are indispensable to building a Bayes optimal decision rule.
Therefore, DNN calibration has attracted substantial atten-
tion from the computer vision and machine learning com-
munity [18, 24, 32, 36, 54, 67].

While various calibration techniques have been pro-
posed, they mostly address DNN training for single-label,
or one-hot, classification, where each example has one and
only one label. However, various applications require multi-
label training. The classical example is image tagging,
where a natural image is tagged with a plurality of labels,
corresponding to objects or attributes of interest [21]. Other
examples include visual question answering (VQA) [22],
where a given image/question pair may have multiple cor-
rect answers. Multi-label learning has been the subject
of extensive research with the focus of improving accu-
racy, either by designing novel loss [3, 21, 33, 61, 80] or
leveraging auxiliary information [8, 12, 25, 79, 83]. Multi-
label DNNs can be trained with class probability estimation
(CPE) losses that encourage probability calibration, such as
the binary cross-entropy (BCE) loss. However, the multi-
label setting is highly imbalanced, due to the sparseness of
positives, as most tags are absent from any given image.
In result, asymmetric losses such as such as the focal loss
of [40] or the asymmetric (ASY) loss of [61] tend to pro-
duce much higher labeling accuracy than the BCE [61].

While this has made the ASY loss quite popular for
multi-label applications such as object detection [23, 48],
multi/cross-modal learning [26, 38, 70], or medical diagno-
sis [5, 31, 46, 84], the question of whether this and sim-
ilar losses encourage accurate label probability estimates
remains unanswered. Besides concerns of trust, safety, or
costs, multi-label learning has the challenge of relying on
independently predicted tag posterior probabilities. For de-
cisions involving multiple labels, calibration errors can ac-
cumulate, degrading the performance of even the most basic
operations. We illustrate this with the multi-label retrieval
application of Figure 1, where users can retrieve images us-
ing a tag-string that implements a conjunction of tag values,
e.g. “pictures that contain fork and apple, but not knife”.
These type of queries are of interest for applications like
wildlife biology, where a user may seek images contain-
ing animals of two or more species to study their interac-
tions, face recognition systems that enable attribute based
search, e.g. people that ”have an elongated chin but do not
wear eyeglasses”, etc. For these applications, calibration
becomes an essential requirement, in the sense that it affects
even the accuracy of the retrieval operation.

Our preliminary studies reveal that multi-label DNNs
trained with existing losses tend to produce poorly-
calibrated probabilities. This is illustrated by the calibration
curves in Figure 1, where it can be seen that the calibration

of the focal and ASY losses are drastically far from perfect.
We argue that these popular multi-label losses are poorly
suited for class-probability estimation because they are not
strictly proper [4, 19, 68]. This is a property that denotes
the family of losses uniquely minimized by the true poste-
rior probability. It is know in statistical learning that, even
in the asymptotic limit of infinite training data, the proba-
bility estimates provided by a classifier can only be trusted
if the latter is trained with a strictly proper loss [42, 59]. In
summary, existing multi-label losses fail to address all re-
quirements needed to support applications like multi-label
retrieval. On one hand, classical losses like the BCE are
strictly proper but cannot handle the asymmetry of multi-
label datasets. On the other, asymmetric losses, such focal
or ASY, are robust to this asymmetry but lack the strictly
proper property needed to ensure probability calibration.

This motivated us to seek a new multi-label loss that is
simultaneously asymmetric and strictly proper. We intro-
duce the Strictly Proper Asymmetric (SPA) loss to satisfy
these constraints. Extensive experiments demonstrate that
it produces significantly better calibrated probability esti-
mates than existing multi-label losses, as illustrated in Fig-
ure 1, without sacrificing their multi-label classification ac-
curacy. However, we further acknowledge that, despite its
asymptotic guarantees, the strictly proper property is not
sufficient to guarantee calibrated probabilities in the finite
training data regime. To improve on this, we leverage the
structure of the multi-label problem and propose a new reg-
ularizer that encourages consistency of the label pair proba-
bilities. This is denoted as the label pair regularizer (LPR).
This is shown to further improve calibration without clas-
sification cost. Finally, it is shown that improved calibra-
tion enables significantly better performance in problems
like multi-label retrieval, as exemplified in Figure 1.

The contributions of the paper can be summarized as:
• Theoretical analysis of the poor calibration of DNNs

trained with popular asymmetric losses, showing the lat-
ter are not strictly proper.

• New SPA loss that is both asymmetric and strictly proper,
and new LPR regularizer to improve calibration in the fi-
nite data regime.

• Use of the multi-label retrieval task as a testing ground
for the importance of multi-label probability calibration.

• Extensive empirical evaluations on multiple multi-label
datasets, DNN architectures (CNNs and transformers),
showing that both SPA and LPR improve calibration
without sacrifice of multi-label classification accuracy.

2. Related Works
Probability Calibration of DNNs. It is known that
DNNs trained via supervised learning are frequently poorly-
calibrated and over-confident [24, 54]. Many calibration
techniques have been proposed, including post-hoc process-
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ing (e.g. temperature scaling [24]), Bayesian DNNs [18, 32,
67, 69], and train-time regularizations [9, 34, 47, 55, 72,
81]. These techniques are designed for the single-label, or
one-hot, classification setting but their effectiveness for the
multi-label setting remains to be investigated.

Proper Class Probability Estimation (CPE) Loss. The
design of proper scoring rules for probability elicitation has
long been investigated in statistics [29, 64]. The family of
proper CPE losses was later investigated in machine learn-
ing [4, 42, 43, 59, 60]. In statistical learning, asymmetric
costs or data imbalance are usually addressed by adoption
of asymmetric losses and conditional risks or asymmetric
inverse link functions [1, 62, 66, 78]. The (symmetric) fo-
cal loss [40] is popular in computer vision tasks but has been
shown not to be a strictly proper CPE loss [6]. To the best
of our knowledge, the proper property has not been studied
for the asymmetric focal losses [40, 61] commonly used for
multi-label learning.

Multi-label Classification (MLC). MLC is a special case
of multidimensional function learning, long studied in the
machine learning literature [30, 41, 85]. Classical MLC
approaches can be categorized into transformation-based
classifiers (e.g. binary relevance [20], classifier chain [58])
that transform MLC into binary or multiclass problems
and adaptation-based classifiers (e.g. AdaBoost.MH [65],
rank-SVM [14]) that adapt popular learning algorithms for
MLC, are usually only applicable to shallow models. Most
DNN-based MLC work has focused on either designing
losses (including both CPE losses [3, 61, 80] and non-CPE
losses [21, 33]) or leveraging auxiliary information (e.g.
class co-occurrence [8, 12, 79, 83], text description [25],
spatial annotations [63, 76, 86]) to improve classification
accuracy. In this work, we focus on the design of losses that
encourage multi-label DNNs to be both accurate and prob-
ability calibrated, without the use of auxiliary information.

3. Towards Calibrated Probabilistic Multi-
label DNNs

3.1. Preliminaries

Notations. Let R = (−∞,+∞), R+ = [0,+∞), R++ =
(0,+∞), and ∆ = [0, 1]. For any x ∈ R, we denote
max(x, 0) by (x)+. Given event A, the indicator function
1A has value 1 if A is true and 0 otherwise.

In multi-label classification, each example x ∈ X
can have multiple labels simultaneously. The label y =
[y(1), · · · , y(T )]⊤ ∈ Y = {−1,+1}T is a vector of T bi-
nary labels or tags. Modern multi-label DNNs usually pre-
dict labels separately [10, 61, 70, 73] under the following
independence assumption.

Assumption 1. For any x ∈ X and i ̸= j ∈ {1, · · · , T},
y(i) and y(j) are independent given x, i.e. y(i)⊥⊥y(j)|x.

While this assumption is imperfect and fails to capture
label dependence, it underlies the popular multi-label losses
discussed in this work and is thus necessary for the theo-
retical analysis of whether they are proper for probability
estimation. For this reason, we adopt this assumption in
this work and leave the study of proper losses for joint class
probability estimation over multiple labels to future work.

Given observation x ∈ X , the goal is to estimate the
vector η(x) =

[
η(1)(x), · · · , η(T )(x)

]⊤
of class-posterior

probabilities

η(t)(x) = P
(
y(t) = 1|x

)
,∀t ∈ {1, · · · , T}. (1)

A multi-label DNN typically performs this probability esti-
mation in two steps. First, it maps x ∈ X into a real-valued
score vector v(x) =

[
v(1)(x), · · · , v(T )(x)

]⊤ ∈ RT . The
embedding v : X → RT is composed by a sequence of lin-
ear and nonlinear operations. Each v(t)(x) is then mapped
into a class-posterior probability estimate with

η̂(t)(x) = P̂
(
y(t) = 1|x

)
= [Ψ]−1(v(t)(x)), (2)

where [Ψ]−1(·) is an inverse link function. This can be any
strictly increasing function [Ψ]−1 : R → ∆, but is usually
the logistic inverse link, or sigmoid activation function

σ(v) =
1

1 + e(−v)
, (3)

in which case v(t)(x) is called a logit.
Given a CPE loss ℓ : ∆ × {−1,+1} → R that assigns

a cost ℓ(η̂,±1) for predicting η̂ as the class-posterior prob-
ability of positive class when the true label is y = ±1,1 the
optimal posterior probability estimator minimizes the risk:

R(η̂) = Ex,y

[
T∑

t=1

ℓ
(
η̂(t)(x), y(t)

)]
, (4)

where E denotes expectation. To train a multi-label proba-
bilistic DNN, this is approximated by the empirical risk

R̂(η̂;D) =
1

N

N∑
i=1

T∑
t=1

ℓ(η̂(t)(xi), y
(t)
i ) (5)

on a training dataset D = {(xi,yi)}Ni=1 of i.i.d. samples
from X × Y [74].

A CPE loss can be equivalently expressed with a pair of
partial losses ℓ±1(η̂) := ℓ(η̂,±1). Using (2), ℓ±1(η̂) can be
rewritten as the composite loss ℓ±1,Ψ(v) := ℓ±1([Ψ]−1(v)),
which is a function of a real-valued score v ∈ R. In this
work, we use ℓ±1(η̂) and ℓ±1,Ψ(v) to denote the CPE loss
and the CPE composite loss, respectively.

1We sometimes omit dependencies on x and t for notation simplicity.
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3.2. Multi-label Learning Loss

The most popular multi-label loss is the binary cross-
entropy (BCE) {

ℓBCE
+1 (η̂) = − log(η̂),

ℓBCE
−1 (η̂) = − log(1− η̂).

(6)

This is symmetric, in that ℓBCE
+1 (η̂) = ℓBCE

−1 (1− η̂). How-
ever, real-world multi-label datasets tend to have highly im-
balanced label distributions, since negative labels (absence
of a tag) are much more frequent than positive ones (pres-
ence of tag). This imbalance degrades BCE loss perfor-
mance in comparison to asymmetric losses, such as the fo-
cal loss [40, 61]{

ℓAsyFocal
+1 (η̂) = −(1− η̂)γ

+

log(η̂),

ℓAsyFocal
−1 (η̂) = −(η̂)γ

−
log(1− (η̂)),

(7)

where γ+, γ− ∈ R++ are focusing parameters for posi-
tive and negative examples respectively. For γ+ < γ−, this
loss assigns relatively higher weights to hard negative ex-
amples, discounting the large numbers of negatives away
from the boundary. This increases the classification margin
and improves multi-label classification performance. [61]
proposed to further increase negative example margins by
augmenting this loss with asymmetric probability shifting,
i.e. hard thresholding of the margin to fully discard easy
negative examples. This leads to the asymmetric (ASY) loss{

ℓASY
+1 (η̂) = −(1− η̂)γ

+

log(η̂),

ℓASY
−1 (η̂) = −(η̂ −m)+

γ−
log(1− (η̂ −m)+),

(8)

where m ∈ R+ is the probability margin, and the ASY loss
reduces to the asymmetric focal loss of (7) if m = 0.

The ASY loss achieves state-of-the-art accuracy on mul-
tiple multi-label datasets and has become increasingly pop-
ular in machine learning and computer vision [5, 23, 26, 31,
38, 46, 48, 70, 84]. However, we observe that the probabil-
ity estimates it produces are usually highly uncalibrated (as
illustrated by the calibration curve in Figure 1). This makes
it poorly suited for applications that require calibrated prob-
ability estimates.

3.3. Strictly Proper Asymmetric Loss

Since (4) can be rewritten as

R(η̂) =Ex

[
Ey|x

[
T∑

t=1

ℓ
(
η̂(t)(x), y(t)

)∣∣∣∣∣x
]]

(9)

=Ex

[
T∑

t=1

C
(
η(t)(x), η̂(t)(x)

)]
(10)

where C is the (pointwise) conditional risk

C (η(x), η̂(x)) = η(x)ℓ+1(η̂(x)) + (1− η(x))ℓ−1(η̂(x)).
(11)

It follows that the risk (4) is minimized when the conditional
risk is minimum for all x ∈ X . For η̂ to be an accurate
estimate of the true class-posterior probability η, C(η, η̂)
should be uniquely minimized by η̂ = η for all η ∈ ∆.
When this holds the CPE loss is said to be strictly proper.

Definition 1. (Strict Properness [4, 19, 68]) The pair
of partial losses {ℓ−1, ℓ+1} or {ℓ−1,Ψ, ℓ+1,Ψ} is strictly
proper if the conditional risk C(η, η̂) of (11) is uniquely
minimized by η̂ = η for all η ∈ [0, 1].

It is well-known that the BCE loss of (6) is strictly
proper [43, 59]. We next show that both the focal loss of (7)
and the ASY loss of (8) are not strictly proper.

Theorem 1. For any m ∈ R+ and γ+, γ− ∈ R++, the
ASY loss of (8) is not strictly proper.

Corollary 1. For any γ+, γ− ∈ R++, the focal loss of (7)
is not strictly proper.

To the best of our knowledge, Theorem 1 is the first anal-
ysis of the strict properness property for the asymmetric
focal and ASY losses. Note that when γ+ = γ−, it fol-
lows from Corollary 1 that the (symmetric) focal loss [40]
is not strictly proper, a result first proven in [6, Theorem 5].
[6, Theorem 11] shows that, for the (symmetric) focal loss,
the lack of strict properness property can be circumvented,
by deriving a bijective map between the conditional risk
minimizer and the true class-posterior probability. The fol-
lowing theorem generalizes this result, by showing that the
class-posterior probability can be recovered from the mini-
mizer of the conditional risk of the ASY loss (8) by a bijec-
tive map if and only if the probability margin is m = 0.

Theorem 2. Denote the conditional risk of (11) defined by
the ASY loss ℓASY of (8) by CASY (η, η̂). Let

η̂ASY,∗(x) = argmin
η̂∈[0,1]

CASY (η(x), η̂(x)) (12)

be the minimizer of this risk for any x ∈ X . Then there is a
mapping ϕ such that

η(x) = ϕ
(
η̂ASY,∗(x); γ−, γ+,m

)
, (13)

where

ϕ(z; γ−, γ+,m) =
h((z −m)+; γ

−)

h((z −m)+; γ−) + h(1− z; γ+)
,

(14)

h(z; γ) =
zγ − γzγ−1(1− z) log(1− z)

1− z
. (15)

ϕ : ∆ → ∆ is a bijective map if and only if m = 0.

27592



-4 -2 0 2 4
v

10-5

100

`+1;*(v)
`!1;*(v)

-4 -2 0 2 4
v

0

0.2

0.4

0.6

0.8

1

[*]!1(v)

Figure 2. Example of the SPA losses (left) and the associated inverse link
(right) where (ζ+, k+, b+, ζ−, k−, b−) = (1, 1, 0, 5, 3, 1).

Our empirical studies show that applying the mapping
ϕ of (13) significantly improves the calibration of multi-
label DNNs trained by both (7) (where m = 0) and (8)
(where m > 0). However, ϕ is bijective and strictly order-
preserving (i.e. it will preserve the accuracy of the trained
DNNs) if and only if m = 0. When m > 0, the accu-
racy of multi-label DNNs may be compromised by ϕ. To
overcome this limitation, we seek to design a new loss that
is simultaneously asymmetric and strictly proper. For this,
rather than designing a CPE loss ℓ±1(η̂) explicitly, we con-
sider the separate design of a composite loss ℓ±1,Ψ(v) and
an inverse link [Ψ]−1(v) as below


ℓ+1,Ψ(v) = − 1

ζ+
log

(
1

1 + e(−k+(v−b+))

)
,

ℓ−1,Ψ(v) = − 1

ζ−
log

(
1

1 + e(+k−(v−b−))

)
,

(16)

[Ψ]−1(v) =

k−

ζ− σ(−k−(v − b−))

k−

ζ− σ(−k−(v − b−)) + k+

ζ+
σ(k+(v − b+))

, (17)

where σ(·) is the sigmoid function of (3). According to the
Theorem 3 below, the CPE loss composed of (16) and (17)
is strictly proper and thus referred to as the Strictly Proper
Asymmetric (SPA) loss in this work. In practice, following
the practice in the literature [61], we reduce the positive par-
tial loss to the BCE loss by setting (ζ+, k+, b+) = (1, 1, 0)
and only tune the hyperparmeters ζ−, k−, b− of the nega-
tive partial loss. The motivation for these hyperparmeters is
simple and intuitive: i) k−, b− define an affine transforma-
tion of the logits v(t)(x) that enables control of the rate at
which ℓ−1 decays to 0 as v → 0. ii) ζ− is a scale factor that
controls the overall weight of negative examples. Note that
unlike prior losses (6)-(8), SPA does not directly operate on
the probability estimate η̂(x), and that the introduction of
these hyperparameters induces the need for the inverse link
of (17) to achieve the strict properness, rather than simply
using the sigmoid of (3).

Theorem 3. For any ζ+, ζ−, k+, k− ∈ R++ and b−, b+ ∈
R, the CPE loss composed of composite loss (16) and in-
verse link function (17) is strictly proper.

Finally, Figure 2 presents an example of the SPA loss
and Table 1 summarises the properties of the CPE losses
discussed in this section. The proofs of all theoretical re-
sults in this section are included in the Appendix.

Definition Asymmetric Strict Proper Recover η

BCE (6) ✗ ✓ ✓
Focal [40] (7) ✓ ✗ ✓
ASY [61] (8) ✓ ✗ ✗
SPA (16,17) ✓ ✓ ✓

Table 1. Multi-label CPE losses discussed in this work. The last column
indicates whether there is a bijective map between the true class-posterior
probability η and the CPE risk minimizer.

3.4. Label Pair Regularizer

A strictly proper CPE loss only guarantees perfect label-
probability estimates for asymptotically large datasets. In
practice, for finite datasets, empirical risk minimization
does not guarantee the recovery of true risk minimizer. In
this case, probability calibration can usually be improved
by adding regularization terms to the loss function. In this
work, we propose a regularizer specifically designed for
multi-label learning.

Under the independence Assumption 1, the probability
estimates of each label in {1, · · · , T} are supervised inde-
pendently, i.e. there is no explicit supervision for the joint
prediction of multiple classes. This is consistent with the
decomposition of the risk of (4) into a sum of t label-
specific risks. However, an example x still provides joint
constraints on the probability estimates of different labels.
To see this, consider any x ∈ X and pair (t, t′) of labels
with different values. The probability of y(t)=+1 is then

βtt′ (x) =P
(
y(t)=+1|y(t) ̸= y(t

′),x
)

=
P (y(t)=+1, y(t

′)=−1|x)
P
(
y(t)=+1, y(t

′)=−1
∣∣x)+ P

(
y(t)=−1, y(t

′)=+1
∣∣x)

=
η(t)(x)(1− η(t

′)(x))

η(t)(x)(1− η(t
′)(x)) + (1− η(t)(x))η(t

′)(x)
(18)

where the last equality follows from the Assumption 1. Let

β̂tt′ =
η̂(t)(1− η̂(t

′))

η̂(t)(1− η̂(t′)) + η̂(t′)(1− η̂(t))
(19)

be the plugin estimator of βtt′ . The following result shows
that the accurate estimation of β̂tt′ is a necessary condition
for the accurate estimation of η̂(t) and η̂(t

′).

Lemma 1. For any t ̸= t′, β̂(tt′) = β(tt′) is a necessary
condition for η̂(t) = η(t) and η̂(t

′) = η(t
′).

Since the example x can be seen as a calibration con-
straint for the estimation of β̂tt′ in addition to those that
it already provides for the individual calibration of η̂(t)

and η̂(t
′), this suggests that introducing calibration super-

vision on β̂tt′ can help improve the calibration of η(t), η(t
′).

We leverage this observation by introducing a new Label
Pair Regularizer (LPR) o calibrate the estimate β̂ij , imple-
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mented with the BCE loss

LLPR(x,y) =
2

T (T − 1)

∑
t̸=t′

1 y(t)=+1

y(t′)=−1

[
− log β̂tt′

]
.

(20)
Finally, in our proposed training approach, a multi-label

DNN is trained by a joint optimization of SPA and LPR:

Loverall(x,y) =
1

T

T∑
t=1

ℓy(t),Ψ(v
(t)(x))+λLLPR(x,y) (21)

where λ is the multiplier balancing the two terms.

4. Multi-label Image Retrieval
Multi-label probability calibration has many applications
beyond image tagging with binary labels. In fact, binary
tagging is not the most demanding application in terms of
probability calibration. Many binary classification tech-
niques, e.g. support vector machines [74], are known to
be accurate for classification but not well calibrated. This
has motivated a literature on post-hoc calibration tech-
niques, such as Platt scaling [57]. In general, tasks that
involve reasoning about multiple tags benefit more from
calibrated probability estimates. Consider the problem of
multi-label image retrieval, where a user provides a query
string with multiple tags, where a tag can be specified as
desired (y = +1) or undesired (y = −1). For exam-
ple, the user may want pictures of “dogs” but “not on the
beach” and “not on the park”. Let the set of positive labels
be P = {y(j1), · · · , y(j|P|)} and the set of negative labels
N = {y(k1), · · · , y(k|N|)}. A natural score for image rank-
ing is then the posterior probability

s(x) = P
(
{y(j)= +1}j∈P , {y(k)= −1}k∈N

∣∣∣x)
=

∏
j∈P

η(j)(x)
∏
k∈N

(1− η(k)(x)) (22)

where the equality follows from the Assumption 1. This can
be estimated by a probabilistic multi-label networks as

ŝ(x) =
∏
j∈P

η̂(j)(x)
∏
k∈N

(1− η̂(k)(x)). (23)

However, since this involves the multiplication of several
probability estimates whose errors can accumulate, the error
of the estimated score usually increases with the total num-
ber |P| + |N | of labels included in the query. In practice,
the performance of the retrieval operation tends to degrade
quickly as the length of the query string increases. Prob-
ability calibration can decrease the rate of this decay. We
thus use this application to evaluate the practical benefits of
both the SPA loss and the LPR regularizer.

MS-COCO VOC2012 WIDER-A VISPR

# classes 80 20 14 68
# train images 82081 5717 28340 14167
# test images 40137 5823 29117 8000
# positive labels
# negative labels 0.04 0.08 0.26 0.08

Table 2. Statistics of multi-label classification datasets used for evaluation.

5. Experiments
In this section, we evaluate the calibration performance of
the SPA loss and the LPR calibration regularizer.

5.1. Experiment Setup

Networks and Datasets. We evaluate the benefits of
the proposed contributions for both CNNs and transform-
ers, using the ECA-ResNet50-T [27, 28, 77] and ViT-
B/32 [13] networks as multi-label DNN backbone archi-
tecture, respectively. Four public multi-label image clas-
sification datasets are used for the empirical evaluations:
MS-COCO [39], PASCAL VOC 2012 [16, 17], WIDER
Attribute [37], and MPI-I VISPR [53]. In MS-COCO and
VOC, each label indicates the existence of an object class
in the image, while in WIDER-A and VISPR, each label in-
dicates the possession of an attribute. More datasets statis-
tics can be found in Table 2. Beyond image classification,
we evaluate the proposed contributions on the multi-modal
multi-label task of visual question answering on the VQA
v2.0 dataset [22] and the LXMERT [71] network. In this
case, the DNN is faced with an image/question pair and
each label is a possible answer to the question. We com-
pare SPA and the BCE loss, which is used to train most
end-to-end VQA DNNs [7, 71], in the Appendix.

Baselines. We use the BCE, (asymmetric) focal, and ASY
losses, of Table 1 as baselines in all experiments. These are
complemented by the recent two-way loss (TWL) [33], a
state-of-the-art non-CPE loss for multi-label learning. For
focal and ASY, we also evaluate the composition of the
probability estimate with the true class probability recov-
ery mapping ϕ of (12). Since TWL is a non-CPE loss and
cannot produce class-posterior probability estimates, we at-
tempt to calibrate its outputs by temperature scaling [24].

Evaluation Metrics. For measuring image classifi-
cation accuracy, we follow the protocols in the lit-
erature [33, 61] and employ two metrics: class-
based mean average precision (mAP@y) and example-
based mean average precision (mAP@x). The for-
mer/latter is obtained by first calculating the average pre-
cision (AP) for each class/example and then averaging
them, i.e. mAP@y = 1

T

∑T
t=1 AP({(v(t)(xi), y

(t)
i )}Ni=1),

mAP@x = 1
N

∑N
i=1 AP({(v(t)(xi), y

(t)
i )}Tt=1). For evalu-

ating class-posterior probability calibration, we employed
two probability calibration metrics based on the reliabil-
ity diagram [11, 52]: average calibration error (ACE) [51]

27594



ECA-ResNet50-T ViT-B/32
Accuracy Calibration Accuracy Calibration

Dataset Method mAP@y ↑ mAP@x ↑ ACE ↓ MCE ↓ mAP@y ↑ mAP@x ↑ ACE ↓ MCE ↓

COCO

BCE 72.2 82.4 8.2 17.0 70.1 81.9 6.0 15.5
TWL 77.2 87.9 17.2 33.6 76.2 88.0 14.2 31.3
Focal 74.8 85.9 20.1 34.9 72.0 83.8 23.6 36.2
Focal+ϕ - - 11.1 20.3 - - 8.5 17.9
ASY 77.5 88.2 30.6 46.0 76.4 87.7 29.5 48.6
ASY + ϕ 77.0 87.8 15.0 26.0 76.2 87.3 16.2 26.2
SPA 77.8 88.4 5.3 12.0 76.8 87.9 4.8 10.7
SPA + LPR 77.7 88.6 4.2 9.3 76.6 88.1 2.1 5.3

VOC

BCE 85.1 92.4 6.9 13.8 86.9 92.7 7.8 16.7
TWL 89.1 93.7 10.8 22.0 90.1 94.5 14.5 28.3
Focal 87.4 93.3 19.0 35.8 88.4 93.6 16.2 31.7
Focal + ϕ - - 7.0 16.5 - - 9.3 20.7
ASY 89.6 94.6 26.4 47.7 90.4 94.7 31.7 52.8
ASY + ϕ 89.1 94.3 12.9 24.7 89.8 94.2 15.5 33.0
SPA 89.5 94.1 5.4 14.9 90.0 93.9 6.1 14.4
SPA + LPR 89.9 94.3 4.9 11.0 90.4 94.8 5.5 12.7

WIDER-A

BCE 74.9 82.8 11.5 25.2 76.7 83.2 8.6 13.3
TWL 79.9 85.5 14.3 29.0 81.6 87.6 16.7 32.3
Focal 78.5 84.1 20.1 34.2 80.8 85.2 18.8 31.2
Focal + ϕ - - 9.3 21.0 - - 7.4 16.5
ASY 80.6 86.0 24.2 35.2 82.2 87.8 22.8 36.3
ASY + ϕ 79.9 85.4 14.3 27.5 81.8 87.2 13.3 20.7
SPA 80.1 85.8 5.3 11.2 82.0 87.6 4.3 10.5
SPA + LPR 80.3 85.9 3.5 8.0 82.7 87.9 2.8 6.2

VISPR

BCE 46.3 78.8 9.7 16.6 48.4 80.5 8.2 14.8
TWL 52.4 84.3 17.9 26.0 53.6 85.4 12.4 26.8
Focal 48.0 81.0 24.0 40.5 50.1 83.2 24.6 35.7
Focal + ϕ - - 8.6 18.2 - - 9.6 14.1
ASY 51.6 84.0 28.8 44.2 53.0 85.0 27.7 45.2
ASY + ϕ 51.4 83.7 14.3 23.7 43.9 52.8 16.4 29.0
SPA 52.4 84.5 5.8 12.1 53.2 85.3 5.9 10.2
SPA + LPR 52.7 84.9 3.0 8.1 53.4 85.6 2.5 7.4

Table 3. Performance of different losses on different combinations of datasets and networks. For each combination,
we highlight the best results in bold and the second best results underlined.
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Figure 3. Multi-label image re-
trieval mAP versus the number of
search conditions |P|+ |N |.

and maximum calibration error (MCE) [49] (detailed def-
inition provided in the Appendix). These metrics are
suited for evaluating the calibration error under data imbal-
ance [45, 51].
Implementation Details. All multi-label DNNs are trained
with a stochastic gradient descent (SGD) optimizer with
momentum of 0.9, weight decay of 1e-4, and batch size of
256. The input image resolution is set to 224×224 for both
training and testing. Following the protocol of [33, 61],
all DNNs are initialized with weights pretrained on Ima-
geNet. For the evaluation of ASY and TWL, we use the
official publicly-released implementations and follow the
suggestions for hyperparameters choices provided in the
original papers. For SPA, we use the hyperparameters
(ζ+, k+, b+, ζ−, k−, b−) = (1, 1, 0, 5, 3, 1) of Figure 2 and
avoid dataset-specific tuning.

5.2. Results

Multi-label Classification. Table 3 summarizes the multi-
label classification and calibration performance of all losses

in the four multi-label image classification datasets consid-
ered. Several observations are possible. First, all losses
other than BCE have competitive classification accuracy.
The poor performance of BCE is explained by its well
known sensitivity to data imbalance. Among the other
losses, ASY and SPA tend to have consistently better per-
formance. Second, there are large differences in calibration
performance. Compared to the strictly proper losses (SPA
and BCE), the TWL, focal, and ASY losses produce sig-
nificantly worse calibrated models. This confirms our ar-
guments for the importance of the strictly proper property
for CPE losses. Third, while the mapping ϕ of (13) sig-
nificantly improves the calibration of focal and ASY, it is
not sufficient to make these losses competitive with BCE
and SPA. Finally, SPA has the best calibration among the
strictly proper losses, e.g. reducing the ACE of the BCE loss
by as much as a factor of ≈4 (WIDER-A).

Overall, SPA has accuracy comparable or superior to the
current state-of-the-art ASY and TWL with much superior
calibration. Regarding LPR, it can be seen that the addi-
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P = {person, baseball bat}, N = {baseball glove}

ASY [61]

Ours

P = {car, stop sign}, N = {motorcycle, bicycle}

ASY [61]

Ours

Figure 4. Qualitative results of multi-label image retrieval. Correct retrieval results are highlighted in green.

mAP@x↑ mAP@y↑ ACE↓ MCE↓

BCE 72.2 82.4 8.2 17.0
BCE + LPR 72.4 82.9 6.5 14.8
Focal 74.8 85.9 20.1 34.9
Focal + LPR 75.1 86.3 19.7 36.4
ASY 77.5 88.2 30.6 46.0
ASY + LPR 77.2 88.1 29.4 44.7

Table 4. Effect of LPR on other CPE losses (COCO, ECA-ResNet50-T).

tion of this regularizer maintains the accuracy of SPA and
further enhances calibration, e.g. from 5.8 to 3.0 ACE on
VISPER. Altogether, SPA or SPA +LPR achieve the top
performance for 29 of the 32 dataset/model/metric config-
urations of Table 3, while SPA +LPR has top performance
for 25 out of the 36. These results demonstrate the effec-
tiveness of SPA +LPR-based multi-label calibration.

Pairwise regularization. While LPR is proposed to com-
plement the SPA loss, it can be used to improve the cali-
bration of any multi-label classification loss. Table 4 sum-
marizes its impact on the prior CPE losses for the ECA-
ResNet50-T network on MS-COCO. The addition of the
LPR regularizer improves calibration for all losses without
substantially altering accuracy.

5.3. Multi-label Image Retrieval

We evaluate the probabilistic multi-label models trained in
the last subsection on the multi-label image retrieval task
introduced in Section 4. We consider all possible label com-
binations for P and N with |P| ≥ 1 and |P| + |N | ≤ 5.
The retrieval operation is performed by using (23) to rank
all the database images. Performance is evaluated by mea-
suring the mAP over all queries. Figure 3 compares the
mAP curves of networks trained with the BCE, ASY, and

SPA losses. Note that, even though ASY is a better loss for
multi-label classification than the BCE loss, its poor cali-
bration compromises its application to the multi-condition
retrieval task, where it severely underperforms the other two
losses. The better calibrated multi-label models trained with
the SPA loss outperform the networks trained with the other
methods in all datasets. The benefits of calibration are also
visible in the fact that the performance gap between the SPA
networks and the poorly calibrated ASY networks increases
with the length of the query string |P| + |N |. This is con-
sistent with the hypothesis of Section 4. Some qualitative
retrieval results are presented in Figure 4.

6. Conclusion
In this work, we investigated the poor calibration of DNNs
trained by state-of-the-art multi-label losses, both theoret-
ically and empirically. We explained the poor calibration
performance by the lack of the strict properness property for
these losses and proposed a new asymmetric loss with this
property. This was complemented by a new label pair reg-
ularizer that increases the number of calibration constraints
per training example. The combination of the two contri-
butions was shown to produce multi-label DNNs featuring
both state-of-the-art accuracy and well-calibrated probabil-
ity estimates.
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