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Abstract

Unsupervised domain adaptation (UDA) for semantic
segmentation aims to transfer the pixel-wise knowledge
from the labeled source domain to the unlabeled target do-
main. However, current UDA methods typically assume
a shared label space between source and target, limiting
their applicability in real-world scenarios where novel cat-
egories may emerge in the target domain. In this paper, we
introduce Open-Set Domain Adaptation for Semantic Seg-
mentation (OSDA-SS) for the first time, where the target
domain includes unknown classes. We identify two major
problems in the OSDA-SS scenario as follows: 1) the exist-
ing UDA methods struggle to predict the exact boundary of
the unknown classes, and 2) they fail to accurately predict
the shape of the unknown classes. To address these issues,
we propose Boundary and Unknown Shape-Aware open-
set domain adaptation, coined BUS. Our BUS can accu-
rately discern the boundaries between known and unknown
classes in a contrastive manner using a novel dilation-
erosion-based contrastive loss. In addition, we propose
OpenReMix, a new domain mixing augmentation method
that guides our model to effectively learn domain and size-
invariant features for improving the shape detection of the
known and unknown classes. Through extensive experi-
ments, we demonstrate that our proposed BUS effectively
detects unknown classes in the challenging OSDA-SS sce-
nario compared to the previous methods by a large margin.
The code is available at https://github.com/KHU-
AGI/BUS.

1. Introduction

In semantic segmentation, a model predicts pixel-wise cat-
egory labels given an input image. Semantic segmen-
tation has a lot of applications, e.g., autonomous driv-
ing [1], human-machine interaction [2], and augmented re-
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(a) Ground truth.

(b) UDA method (MIC [12]). (c) Confidence-based threshold.

(d) Unknown head-expansion. (e) BUS (Ours).
Figure 1. Visualization of prediction maps in the OSDA-SS sce-
nario. The pixels detected by the white color mean the unknown
classes. The naive UDA method (b) is completely unaware of the
unknown classes. Even after applying simple techniques to help
the UDA model recognize the unknown, it still struggles to accu-
rately predict the shape of the unknown, as shown in (c) and (d).

ality. Over the past decade, there has been notable ad-
vancement in supervised semantic segmentation driven by
deep neural networks [3–6]. However, supervised seman-
tic segmentation requires pixel-level annotations, which
are labor-intensive and costly to collect. To mitigate the
challenges, unsupervised domain adaptation (UDA) has
emerged. Many studies [7–12] leverage the already-labeled
source data to achieve high performance on the unlabeled
target data. Notably, synthetic datasets such as GTA5 [13]
and SYNTHIA [14] which are automatically generated by
game engines present valuable resources for UDA research.

UDA methods typically presume that source and target
domains share the same label space. Such an assumption
is not reasonable in real-world applications. In the target
data, novel categories not presented in the source dataset
(target-private categories) may emerge, leading to an Open-
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Set Domain Adaptation (OSDA) setting. The conventional
UDA method may significantly fail under the OSDA set-
ting, e.g., a model erroneously label a person walking on
the road as the road itself as shown in Figure 1(b). The
desired model should reject any target-private classes as
unknown rather than misclassifying it as a known class.
While OSDA has been widely explored in image classi-
fication [15–18], its application to semantic segmentation
remains unexplored to the best of our knowledge. In this
work, we tackle the interesting and challenging problem of
Open-Set Domain Adaptation for Semantic Segmentation
(OSDA-SS). Here, we deal with the labeled source data and
the unlabeled target data containing classes not found in the
source domain. In the OSDA-SS setting, the goal is to ac-
curately predict pixel-wise category labels in the target do-
main and correctly distinguish the classes not seen during
training as unknown.

One can design reasonable baselines by extending well-
established UDA methods. One approach could be a
confidence-threshold baseline. We train a model by us-
ing the UDA algorithm without considering target-private
classes. During inference, the model identifies pixels with
confidence scores below a predefined threshold as un-
known. We show the predicted segmentation map from the
confidence-threshold baseline in Figure 1(c). Another base-
line could be a head-expansion baseline. We expand the
classification head from C to (C + 1) dimensions, where
C represents the number of known classes. During training,
when generating pseudo labels, we assign pixels with confi-
dence scores lower than a specific threshold to the (C +1)-
th head and train with the pseudo labels. We show the pre-
dicted segmentation map from the head-expansion baseline
in Figure 1(d). These baselines sometimes reject target-
private classes as unknown, but they often fail to do so, re-
sulting in poor performance on the target dataset.

In this work, we build a model upon the head-expansion
baseline. We find two failure modes of the baseline and pro-
pose a novel Boundary and Unknown Shape-Aware (BUS)
OSDA-SS method. First, the previous models are often less
confident or even fail near the boundaries of objects [19–
21]. We find that the problem is even more severe for
target-private classes due to lack of supervision. To ad-
dress this issue, we propose a new Dilation-Erosion-based
CONtrastive (DECON) loss that manifests the boundaries
through morphological operations, specifically dilation and
erosion. Given a target image, we generate a target private
mask using pseudo-labeling with the expanded head. Sub-
sequently, we generate a boundary mask by subtracting the
original private mask from the dilated private mask, indi-
cating the region of known classes near the boundaries. We
generate an erosion mask by applying erosion to the pri-
vate mask, indicating more confident regions of the private
classes. We then train the model in a contrastive manner

using the features from the erosion mask and the boundary
mask as positive and negative samples, respectively. With
DECON loss, our model clearly discerns the common and
private classes near the boundaries.

Second, the baseline model faces challenges in accu-
rately predicting the shape of unknown. If the model con-
sistently predicts the same object regardless of variations in
size, it indicates that the model relies more on shape infor-
mation than size information to recognize the object. In-
spired by this motivation, we propose a new data mixing
augmentation, OpenReMix. This method involves 1) resiz-
ing a random thing class from the source image and mixing
it with the target image during training to consistently pre-
dict the same object even when its size varies. In addition,
since there are no unknown classes in the source image, 2)
we cut the parts predicted as unknown from a target image
and paste them into a source image for supplemental learn-
ing of the last (C+1)-th head, aiding in the rejection of un-
known during source training. This delicate mixing strategy
notably enhances the detection capability of unknown, with
a specific emphasis on capturing the shape information. By
addressing the failure modes, the proposed BUS achieves
significant performance gains on public benchmarks: GTA5
→ Cityscapes and SYNTHIA → Cityscapes.

We summarize our major contributions as follows:
• To the best of our knowledge, we introduce a new task,

Open-Set Domain Adaptation for Semantic Segmentation
(OSDA-SS) for the first time. To tackle this challenging
task, we propose a novel Boundary and Unknown Shape-
Aware OSDA-SS method, coined BUS.

• We introduce DECON loss, a new dilation-erosion-based
contrastive loss to address the less confident and wrong
predictions near the class boundaries.

• We propose OpenReMix, which leads our model to learn
size-invariant features and leverages unknown objects
from target to source to train the expanded head effi-
ciently. OpenReMix encourages our model to focus on
shape information of unknown classes.

• We conduct extensive experiments to validate the effec-
tiveness of our proposed method. The proposed BUS
shows state-of-the-art performance on public benchmark
datasets with a significant margin.

2. Related Work

2.1. Semantic Segmentation.

Semantic segmentation, which is a task to predict pixel-
wise labels from the input images, has witnessed signifi-
cant advances over the last decade. Key developments in-
clude fully convolution networks (FCNs) [3], dilated convo-
lution [4, 5], global pooling [22], pyramid pooling [23–25],
and attention mechanism [26–29]. Despite their success,
these methods typically depend on a large amount of la-
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beled data which is label-intensive and costly to collect. In
contrast, we formulate the semantic segmentation problem
as domain adaptation to mitigate the annotation cost.

2.2. Unsupervised Domain Adaptation for Semantic
Segmentation.

Recently, there has been a lot of work on unsupervised do-
main adaptation (UDA) for semantic segmentation. UDA
methods for semantic segmentation generally fall into two
categories: adversarial learning-based and self-training ap-
proaches. Adversarial learning-based methods [7, 30–35]
utilize an adversarial domain classifier to learn domain-
invariant representations, aiming to deceive the domain
classifier. Self-training methods [9–12, 36–44] create
pseudo labels for each pixel in the target domain image us-
ing confidence thresholding. Several self-training methods
iteratively re-train the models, which result in enhanced per-
formance on the target domain. Despite the great success,
most previous works assume a closed set setting, where the
source and target domains share the same label space. In
this work, we relax this unrealistic assumption and tackle
the problem of open-set domain adaptation for semantic
segmentation (OSDA-SS). To the best of our knowledge,
there is no prior work to tackle this problem.

2.3. Open-Set Domain Adaptation

Open-set domain adaptation (OSDA) extends UDA to han-
dle novel categories in the target domain that are not present
in the source domain. The primary goal of OSDA is to
effectively distinguish the unknown categories from the
known classes while reducing the domain gap between the
source and target domains. Several OSDA methods have
been proposed for the classification task [15, 17, 45–47].
However, in semantic segmentation task, which requires
a higher degree of spatial information compared to classi-
fication, directly applying classification methods struggles
to effectively differentiate unknown categories. The most
similar work [48] to our method also deals with the novel
classes that do not exist in the source domain. However,
it accesses pre-defined private category definitions. To ad-
dress this challenge, we propose a novel OSDA-SS task to
discriminate unknown categories without needing to know
any information about pre-defined class definitions.

2.4. Domain Mixing Augmentation.

To improve the generalization power of deep neural net-
works, mixup [49, 50] and its variants [44, 51–59] have
been proposed. Especially, domain mixing augmenta-
tion demonstrates significant performance improvement in
UDA [44, 51–54, 60] by utilizing domain-mixed images as
training data to encourage learning of domain-invariant fea-
ture representations. We propose OpenReMix, aiming to

empower our model in capturing shape information, notably
for the unknown classes.

3. Method
3.1. Problem Formulation

In this section, we formulate a novel OSDA-SS task for
the first time. In OSDA-SS, a network is trained with the
source images Xs= {x1

s, x
2
s, ..., x

is
s } and the correspond-

ing labels Ys= {y1s , y2s , ..., yiss } to ensure effective perfor-
mance in the target domain Xt= {x1

t , x
2
t , ..., x

it
t } without

labels. xis
s ∈ R3×H×W and yiss ∈ RC×H×W are the is-th

source domain image and the pixel-wise label. H and W
are the height and width of the image, respectively, and C
denotes the number of categories in the source domain. In
the target domain, we only have the image xit

t ∈ R3×H×W

without the corresponding labels. The source and target do-
mains share C categories, and the target domain has addi-
tional unknown classes, i.e., the target images contain un-
known objects. In this setting, the goal of OSDA-SS is to
train a segmentation model fθ using both the labeled source
data (Xs, Ys) and the unlabeled target data Xt, and even-
tually the learned model fθ should predict both known and
unknown classes well on the target domain.

3.2. Baseline

Inspired by the UDA methods based on self-training [10–
12, 44], we build a OSDA-SS baseline by extending the
number of classifier heads from C to (C + 1), where the
(C + 1)-th head corresponds to unknown classes. The seg-
mentation network fθ is trained with the labeled source data
using the following categorical cross-entropy loss Ls

seg:

Ls
seg = −

H·W∑
j=1

C+1∑
c=1

y(j,c)s log fθ(xs)
(j,c), (1)

where j ∈ {1, 2, ...,H · W} denotes the pixel index and
c ∈ {1, 2, ..., C + 1} denotes the class index. To alleviate
the domain gap between the source and the target domains,
the baseline utilizes a teacher network gϕ to generate the tar-
get pseudo-labels. The pseudo-label ŷ(j)tp for the j-th pixel
considering unknown is acquired as follows:

ŷ
(j)
tp =

{
c′, if

(
maxc′ gϕ(xt)

(j,c′) ≥ τp

)
C + 1, otherwise

, (2)

where c
′ ∈ {1, 2, ..., C} denotes a class belonging to known

classes and τp is a threshold. Using the above equation, we
assign the less confident pixels as the unknown class when
the maximum softmax probability is lower than τp. Since
we cannot completely trust the pseudo-labels above, we es-
timate the confidence of the pseudo-label by utilizing the
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Figure 2. Overview of our proposed Boundary and Unknown Shape-Aware (BUS) method. We generate the mixed source image xm
s and

the mixed target image xm
t from OpenReMix. The model is trained using the mixed source label and the mixed target pseudo-labels with

supervised loss and adaptation loss, respectively. Especially, the expanded head is trained with the parts that predicted as unknown in
pseudo-labels. Pseudo-labels are generated by thresholding the softmax probability and passing through the refinement network. DECON
loss utilizes the dilation and erosion operations to distinguish the known and unknown classes near the boundaries.

ratio of confident pixels [44]. To this end, we count the
number of pixels that have the maximum probability values
exceeding a certain threshold τt as follows:

qt =
1

H ·W

H·W∑
j=1

[
max
c′

gϕ(xt)
(j,c′) ≥ τt

]
, (3)

where qt means the confidence of the pseudo-label for the
image. The network fθ is trained using the pseudo-labels
and the corresponding confidence estimates with the follow-
ing categorical cross-entropy loss Lt

seg:

Lt
seg = −

H·W∑
j=1

C+1∑
c=1

qtŷ
(j,c)
tp log fθ(xt)

(j,c). (4)

Finally, we update the teacher network gϕ from fθ using the
exponential moving average (EMA) [63] with a smoothing
factor α at the (t + 1)-th iteration, where the equation is
shown as follows:

ϕt+1 = αϕt + (1− α)θt. (5)

Based on this baseline, we propose a novel Boundary
and Unknown Shape-Aware OSDA method, coined BUS,
which involves a new loss function to manifest the bound-
aries of known and unknown classes (see Section 3.3) and
a new domain mixing augmentation to detect the shape of
unknown objects robustly (see Section 3.4).

3.3. Dilation-Erosion-based Contrastive Loss

Semantic segmentation models often struggle to confidently
predict object boundaries [19–21], especially for target-
private classes, where the absence of label information
makes boundary prediction even more challenging. Since

the models predict the boundaries with low confidence esti-
mates, the quality of the generated pseudo-labels may not be
accurate. If the model can confidently identify the bound-
aries of unknown classes, accurate predictions of unknown
classes become feasible.

To discern the boundaries effectively, we leverage two
morphological operations, which are dilation and erosion.
First, we utilize the pseudo-labels of the target image to cre-
ate a target private mask as follows:

M (j)
u =

{
1, if ŷ(j)tp = C + 1

0, otherwise
, (6)

where j denotes the pixel index. Next, we apply the di-
lation function hd(·) and the erosion function he(·) to the
randomly cropped target private mask, generating dilation
and erosion masks. In the dilation mask, we subtract the
original target private mask to identify the regions associ-
ated with the common classes near the boundaries. On the
other hand, the erosion mask emphasizes the regions that
definitively belong to the private class. We generate these
masks by the following equations:

MN = hd(M
′
u)−M ′

u, (7)
MP = he(M

′
u), (8)

where M ′
u = r(Mu) and r(·) is a function of random crop.

MN and MP denote the masks representing the common
and private parts, respectively. To construct a contrastive
loss, we generate anchor, positive, and negative samples us-
ing these masks as follows:

zi = avg(MP ⊙ fθ(xt)), (9)
zj = MP ⊙ fθ(xt), (10)
zk = MN ⊙ fθ(xt), (11)
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where zi is an anchor, avg(·) denotes the average pooling
layer, and zj and zk represent positive and negative sam-
ples, respectively. We utilize zi as a prototype calculated
by the average of positive samples. Finally, we define the
contrastive loss [64] using zi, zj , and zk as follows:

LDECON = − log

Np∑
p=1

exp(zi · zpj /τ)/
Nn∑
n=1

exp(zi · znk /τ)

 ,

(12)

where τ is a temperature parameter. Nn and Np denote
the number of negative and positive pixels. To sum up, the
proposed LDECON allows our model to better distinguish
between common and private classes near the boundaries.

3.4. OpenReMix

Resizing Object. We identify that the head-expansion
baseline model fails to accurately predict the shape of the
private classes. We hypothesize that if a model consistently
predicts the same object regardless of size variations, the
model can accurately predict the shape of the object as well.
To this end, we extend the domain mixing method Class-
mix [51], which selects half of the classes from the source
and appends them to the target image to learn domain-
invariant features. On top of the Classmix, we introduce
an additional step where we select one more thing class
from the source image, resize it, and paste it to the ran-
dom location of a target image with resizing object mask
Mr. The mixed target image contains the same objects as
the source image, but the sizes of the objects are different.
Therefore, the model learns not only domain-invariant rep-
resentations but also size-invariant representations from the
mixed target images and the source images. This extension
enhances the robustness of the model to size variations, con-
tributing to the accurate prediction of the shape of unknown
classes leading to superior open-set domain adaptation per-
formance.

Attaching Private. As described in Section 3.2, to ad-
dress the target private classes, we expand the segmenta-
tion head. The expanded head is trained with the target
pseudo-labels which contain the private labels. However,
since there are no private classes in the source image, we
cannot utilize the source data to update the additional head
of the model. To overcome this inefficiency in training, we
copy the parts of target private classes and paste them into a
source image. Given a target image, we create a target pri-
vate mask Mu as Eq. (6). With the target private mask, we
copy the private regions in the target image to a source im-
age, resulting in a private class-mixed source image. Simi-
larly, by combining the labels of the source and the pseudo-
labels of the target, we generate mixed source labels. This
augmentation offers a significantly larger dataset for train-
ing to reject private classes, leading to improved open-set

domain adaptation performance. We formalize the attach-
ing private process as follows. We generate a mixed source
image xm

s and the corresponding source label yms using the
following equations:

xm
s = Mu ⊙ xt + (1−Mu)⊙ xs, (13)

yms = Mu ⊙ ŷtp + (1−Mu)⊙ ys, (14)

where xt and ŷtp denote the target image and its pseudo-
label. The mixed image xm

s and the mixed label yms are
applied to Eq. (1), instead of the source image xs and the
corresponding label ys.

4. Experiments
4.1. Experimental Setup

Datasets. We evaluated our framework over two chal-
lenging synthetic-to-real scenarios in autonomous driving,
i.e., GTA5 → Cityscapes and SYNTHIA → Cityscapes.
GTA5 [13] is a synthesized dataset, which consists of
24,966 images with a resolution of 1914 × 1052. SYN-
THIA [14] is also a synthesized dataset, which contains
9,400 images with resolution 1280 × 760. Cityscapes [65]
is a real-image dataset with 2,975 training samples and 500
validation samples with resolution 2048 × 1024. It shares
19 classes with GTA and 16 classes with SYNTHIA.

Scenario Construction. Using these datasets, we estab-
lished new scenarios tailored for the OSDA-SS task. First,
to create new classes emerging in the target domain that
are not present in the source domain, we selected certain
source classes to be removed. In autonomous driving sce-
narios, the classes that are likely to emerge in the target do-
main are expected to be “thing” classes. Stuff classes rep-
resenting the background area typically do not emerge as
new classes. Therefore, we selected specific classes from
the “thing” categories to be excluded. The following list
denotes the classes designated as unknown in GTA5 and
SYNTHIA.
• GTA5: “pole”, “traffic sign”, “person”, “rider”, “truck”,

and “train”.
• SYNTHIA: “pole”, “traffic sign”, “person”, “rider”,

“truck”, “train”, and “terrain”.
Notably, SYNTHIA includes the “terrain”, which inher-
ently lacks labels from the outset. Second, in order to avoid
training the excluded classes, pixels corresponding to those
classes were designated as “ignore” and were not included
in the loss function during training. Finally, during the eval-
uation of the target domain, the above classes were treated
as single unknown class.

Evaluation Metrics. Previous works [9–12] used mIoU
(mean Intersection-over-Union) as the evaluation metric,
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Method Road S.walk Build. Wall Fence Light Veget. Terrain Sky Car Bus M.bike Bike Common Private H-Score
GTA5 → Cityscapes

OSBP [15] 4.92 3.93 42.8 2.55 6.04 14.29 68.58 26.50 44.21 41.78 0.94 7.20 3.42 20.55 4.49 7.34
UAN [18] 65.97 23.41 76.41 37.26 18.50 20.13 80.57 30.37 82.47 77.35 27.80 16.62 0.00 38.00 3.59 6.56
UniOT [17] 17.67 5.14 44.86 55.45 2.31 52.61 40.01 3.37 79.43 52.87 52.31 7.18 0.00 20.20 5.36 7.49
ASN [7] 82.34 2.21 75.30 8.01 3.52 9.99 71.96 15.61 70.97 77.16 22.59 20.8 0.06 35.43 10.84 16.60
Pixmatch [9] 79.27 2.06 72.36 6.96 2.94 11.07 76.29 23.23 77.72 79.77 44.72 18.02 0.01 38.03 9.46 15.15
DAF [10] 94.26 48.69 83.47 38.67 32.83 41.71 87.79 39.15 93.59 85.29 47.04 28.36 46.86 61.26 14.63 23.36
HRDA [11] 95.14 62.58 82.92 47.44 43.57 53.18 88.26 44.42 92.92 90.23 57.43 14.71 56.83 63.82 12.13 20.39
MIC [12] 93.26 58.96 79.30 21.62 31.41 39.32 85.48 31.94 91.64 88.16 44.77 47.64 42.77 58.17 11.87 19.71
BUS (Ours) 95.06 66.65 90.53 55.37 55.38 57.20 91.12 49.69 92.96 93.50 68.81 58.73 67.04 72.47 55.42 62.81

Method Road S.walk Build. Wall Fence Light Veget. Sky Car Bus M.bike Bike Common Private H-Score
SYNTHIA → Cityscapes

OSBP [15] 6.71 9.49 49.83 0.70 0.0 0.76 26.03 36.91 20.04 4.76 2.90 8.70 13.20 4.90 7.14
UAN [18] 33.24 19.03 71.49 4.02 0.05 14.34 75.78 81.06 53.88 19.34 8.14 21.84 31.30 4.53 7.91
UniOT [17] 0.00 16.79 18.52 1.05 6.49 16.8 14.52 57.4 6.48 2.59 3.73 3.88 12.35 5.49 7.06
ASN [7] 72.70 41.29 73.59 7.38 0.08 1.17 71.35 82.22 67.35 23.30 0.94 20.56 38.49 4.62 8.25
Pixmatch [9] 74.16 8.15 76.21 0.01 0.0 5.64 44.15 63.76 44.66 17.27 0.13 0.38 26.30 6.87 11.00
DAF [10] 70.10 39.65 83.09 22.75 4.66 41.19 81.56 91.79 84.36 51.13 43.78 46.20 51.49 9.07 15.57
HRDA [11] 85.62 41.74 83.29 36.35 0.86 35.17 83.98 90.90 84.74 50.42 46.78 58.33 54.68 12.68 20.82
MIC [12] 88.31 70.71 85.00 26.23 6.60 35.27 84.80 91.41 81.47 53.62 55.39 58.20 57.46 10.02 17.23
BUS (Ours) 86.85 43.49 89.35 46.12 4.39 54.29 87.90 92.49 91.46 61.23 58.11 59.81 64.62 33.37 44.01

Table 1. Performance on two different benchmarks. Our proposed BUS achieved the state-of-the-art performance with remarkable
improvement in H-Score +39.45% against DAFormer in GTA → Cityscapes and +23.19% against HRDA in SYNTHIA → Cityscapes.

which averaged the IoU of each class. Since we treated
every unknown classes as single unknown class, simply av-
eraging would diminish the impact of private classes sig-
nificantly. Therefore, inspired by [66], we utilized the har-
monic mean of the mean IoU score for known classes (com-
mon) and the IoU score for one unknown class (private) as
our evaluation metric, known as the H-Score.

Implementation Details. We adopted DAFormer [10]
network with the MiT-B5 encoder [6] pre-trained on
imageNet-1K [67]. We followed the multi-resolution self-
training strategy and training parameters of MIC [12]. The
network was trained with AdamW [68]. The learning rates
were set to 6e-5 for the backbone and 6e-4 for the decoder
head, with a weight decay of 0.01 and linear learning rate
warm-up over 1.5k steps. EMA factor was α=0.999. We
utilized the Rare Class Sampling [10], ImageNet Feature
Distance [10], DACS [44] data augmentation, and Masked
Image Consistency module [12]. We trained on a batch of
two 512 × 512 random crops for 40k iterations. We used
MobileSAM [69] for the refinement model. The refinement
process is described in the supplemental material.

Baselines. We compared our approach with two scenar-
ios. The first scenario comprised the Open-Set Domain
Adaptation (OSDA) method like OSBP [15] and Univer-

sal Domain Adaptation (UniDA) methods like UAN [18]
and UniOT [17], which were capable of rejecting un-
known classes but were primarily designed for classifica-
tion tasks. The second scenario was Unsupervised Domain
Adaptation (UDA) methods for semantic segmentation in
closed-set setting, which included AdaptSegNet (ASN) [7],
Pixmatch [9], DAFormer (DAF) [10], HRDA [11], and
MIC [12]. In the UDA method, we assigned the unknown
label for regions with low confidence scores during infer-
ence. For OSDA and UniDA methods, we replaced the
classification network with the DeepLabv2 [5] segmenta-
tion network, which uses ResNet-101 [70] as the backbone,
and adopted the image-level methods to the pixels.

4.2. Comparison with the State-of-the-Art

Table 1 showed the experimental results of GTA5 →
Cityscapes and SYNTHIA→ Cityscapes, respectively. The
classification methods struggled to accurately discriminate
the private classes in semantic segmentation tasks, which
demanded a higher degree of spatial information. The UDA
methods also faced challenges in effectively distinguish-
ing private classes when simply leveraging a confidence-
based approach. In contrast, our proposed approach signif-
icantly outperformed the other comparison methods in H-
Score. Especially, compared to the best baseline, our pro-
posed BUS achieved a performance improvement of about
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Figure 3. Qualitative comparison of our method with MIC, confidence-based MIC (Config. A), and head-expansion (Config. B) on the
GTA5 → Cityscapes. GT represents the ground truth.

Figure 4. Qualitative comparison of our method with head-expansion (Config. B), DECON loss (Config. C), and OpenReMix (Config. D)
on the SYNTHIA → Cityscapes. GT represents the ground truth.

+39.45% compared to DAF [10] in GTA → Cityscapes and
about +23.19% compared to HRDA [11] in SYNTHIA →
Cityscapes. This experiment demonstrated the effective-
ness of our method in discriminating private classes while
maintaining the performance of common classes. A more
detailed examination revealed that we achieved a signifi-
cant improvement in the private class IoU score to approx-
imately +40.79% compared to the DAF [10], and also an
increase in the common class mIoU score of about +8.65%
compared to the HRDA [11]. This showed that our pro-
posed method not only improved the performance of the
private class but also contributed to a slight improvement
in the common classes. This is because DECON loss en-
couraged features of the private class near the boundary to
converge while distancing themselves from features of the

common class. This reduced confusion between the com-
mon and private classes, improving predictions of the com-
mon class. Moreover, since OpenReMix was designed to
learn size-invariant features regardless of the common and
private classes, it enhanced the accuracy of predicting the
shape of both common and private classes. We also com-
pared with BUDA [48]. Since BUDA had access to pre-
defined private category definitions and direct comparison
was not practical, we offered a comparative analysis in sup-
plementary material.

4.3. Qualitative Evaluation

To validate the performance of our method, we conducted
additional qualitative evaluations to assess segmentation
performance against baselines. We compared our method
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Method GTA5 → Cityscapes

Config. # Head DECON OpenReMix Common Private H-Score

A C 58.17 11.87 19.71

B C+1 70.37 31.78 43.79

C C+1 ✓ 71.16 48.34 57.57

D C+1 ✓ 71.52 49.26 58.34

Ours C+1 ✓ ✓ 72.47 55.42 62.81

Table 2. Ablation study of the components in our BUS framework.
Configuration A, B, C, and D represent confidence-based MIC,
head-expansion, DECON loss, and OpenReMix, respectively.

with MIC, confidence-based MIC (Config. A), and the
head-expansion approach (Config. B) in the GTA →
Cityscapes (see Figure 3). Furthermore, we compared our
method with the head-expansion approach (Config. B), the
incorporation of a new DECON loss (Config. C), and the
utilization of the new OpenReMix (Config. D) in the SYN-
THIA → Cityscapes (see Figure 4). In Figure 3, we ob-
served that the UDA method MIC, which was designed
for UDA without considering unknown classes, struggled
to detect the private classes in OSDA-SS. Even baselines
like confidence-based MIC (Config. A) and head-expansion
(Config. B) faced challenges in identifying private classes.
Although head-expansion showed promise, it still had lim-
itations in classifying specific pixels in private classes. In
contrast, our method excelled, particularly in discerning ob-
ject size. In Figure 4, our proposed DECON loss and Open-
ReMix yielded outstanding performance.

4.4. Ablation Study

Ablation Study. We conducted an ablation study for the
proposed components of the BUS framework on GTA5
→ Cityscapes. In Table 2, row A and B represented
the confidence-threshold and head-expansion baselines, re-
spectively. The confidence-threshold baseline (Config.
A) recorded inferior performance compared to the head-
expansion baseline (Config. B). It revealed that leverag-
ing the expanded head was effective in detecting unknown
classes, achieving H-Scores from 19.71% to 43.79%. When
we combined DECON loss with the head-expansion, we
achieved a +13.78% improvement in the H-Score (see row
C). We also confirmed the effectiveness of our proposed
OpenReMix. We gained a +14.55% improvement in the
H-Score (see row D). Lastly, using both DECON and Open-
ReMix on head-expansion significantly improved H-Score
of +19.02%. Figure 4 showed a clear improvement in
predicting the unknown compared to the MIC with head-
expansion approach (Config. B), and we observed synergy
in overcoming individual drawbacks when compared to DE-
CON loss (Config. C) and OpenReMix (Config. D).

GTA5 → Cityscapes
# of Unknown Config. A Config. B Ours

6 19.71 43.79 62.81
4 11.73 41.54 54.72
2 9.43 41.51 56.82

Table 3. The comparison of the number of unknown classes. Con-
fig. A denotes the confidence-based MIC and Config. B denotes
the head-expansion baseline.

Unknown Proportion. We conducted the experiments
under a various number of unknown classes. When the
number of unknown classes was 6, 4, and 2, we compared
our method with two MIC-based baselines. For the case of 4
unknown classes, we selected (“pole”, “traffic sign”, “per-
son”, “rider”), and for the case of 2 unknown classes, we
chose (“person”, “rider”). Table 3 showed that our proposed
method consistently outperformed the baselines, regardless
of the change in the number of unknown classes.

5. Conclusion

To tackle this challenging OSDA-SS task, we proposed a
novel method named BUS. Our approach includes DECON
loss, a new dilation-erosion-based contrastive loss designed
to rectify less confident and erroneous predictions near class
boundaries. In addition, we proposed OpenReMix guiding
the model to acquire size-invariant features and efficiently
train the expanded head by mixing unknown objects from
the target into the source. Through extensive experiments,
we demonstrated the efficacy of our proposed method on
public benchmark datasets, surpassing existing approaches
by a significant margin. We anticipate that our work will be
widely applied in research or the industry field, providing
a strong baseline to detect unexpected and unseen objects
in mission-critical scenarios. As a limitation, our method is
primarily based on pseudo-labeling. Therefore, if the model
is poorly calibrated, it might not assign pixels belonging to
the private classes as unknown. In this case, BUS might
show a performance drop.
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