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Abstract

Text-to-image generative models are becoming increas-
ingly popular and accessible to the general public. As
these models see large-scale deployments, it is necessary
to deeply investigate their safety and fairness to not dissem-
inate and perpetuate any kind of biases. However, exist-
ing works focus on detecting closed sets of biases defined a
priori, limiting the studies to well-known concepts. In this
paper, we tackle the challenge of open-set bias detection
in text-to-image generative models presenting OpenBias, a
new pipeline that identifies and quantifies the severity of bi-
ases agnostically, without access to any precompiled set.
OpenBias has three stages. In the first phase, we leverage
a Large Language Model (LLM) to propose biases given a
set of captions. Secondly, the target generative model pro-
duces images using the same set of captions. Lastly, a Vision
Question Answering model recognizes the presence and ex-
tent of the previously proposed biases. We study the be-
havior of Stable Diffusion 1.5, 2, and XL emphasizing new
biases, never investigated before. Via quantitative experi-
ments, we demonstrate that OpenBias agrees with current
closed-set bias detection methods and human judgement.

1. Introduction
Text-to-Image (T2I) generation has become increasingly
popular, thanks to its intuitive conditioning and the high
quality and fidelity of the generated content [39, 41, 43, 44,
46]. Several works extended the base T2I model, unlocking
additional use cases, including personalization [16, 45], im-
age editing [7, 14, 18, 21], and various forms of condition-
ing [2, 24, 63]. This rapid progress urges to investigate other
key aspects beyond image quality improvements, such as
their fairness and potential bias perpetration [11, 15, 62]. It
is widely acknowledged that deep learning models learn the
underlying biases present in their training sets [3, 20, 64],
and generative models are no exception [11, 15, 36, 62].
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Figure 1. OpenBias discovers biases in T2I models within an
open-set scenario. In contrast to previous works [15, 29, 62], our
pipeline does not require a predefined list of biases but proposes a
set of novel domain-specific biases.

Ethical topics such as fairness and biases have seen many
definitions and frameworks [55]; defining them comprehen-
sively poses a challenge, as interpretations vary and are sub-
jective to the individual user. Following previous works
[15, 60], a model is considered unbiased regarding a spe-
cific concept if, given a context t that is agnostic to class
distinctions, the possible classes c ∈ C exhibit a uniform
distribution. In practice, for a T2I model, this reflects to the
tendency of the generator to produce content of a certain
class c (e.g. “man”), given a textual prompt t that does not
specify the intended class (e.g. “A picture of a doctor”).

Several works studied bias mitigation in pre-trained
models, by introducing training-related methods [25, 37,
47, 57] or using data augmentation techniques [1, 12]. Nev-
ertheless, a notable limitation of these approaches is their
dependence on a predefined set of biases, such as gen-
der, age, and race [11, 15], as well as specific face at-
tributes [62]. While these represent perhaps the most sensi-
tive biases, we argue that there could be biases that remain
undiscovered and unstudied. Considering the example in
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Fig.1, the prompt “A person using a laptop” does not spec-
ify the person’s appearance and neither the specific laptop
nor the scenario. While closed-set pipelines can detect well-
known biases (e.g. gender, race), the T2I model may exhibit
biases also for other elements (e.g. laptop brand, office).
Thus, an open research question is: Can we identify arbi-
trary biases present in T2I models given only prompts and
no pre-specified classes? This is challenging as collecting
annotated data for all potential biases is prohibitive.

Toward this goal, we propose OpenBias, the first pipeline
that operates in an open-set scenario, enabling to iden-
tify, recognize, and quantify biases in a specific T2I model
without constraints (or data collection) for a specific pre-
defined set. Specifically, we exploit the multi-modal na-
ture of T2I models and create a knowledge base of possi-
ble biases given a collection of target textual captions, by
querying a Large Language Model (LLM). In this way, we
discover specific biases for the given captions. Next, we
need to recognize whether these biases are actually present
in the images. For this step, we leverage available Visual
Question Answering (VQA) models, directly using them
to assess the bias presence. By doing this, we overcome
the limitation of using attributes-specific classifiers as done
in previous works [15, 50, 62], which is not efficient nor
feasible in an open-set scenario. Our pipeline is modular
and flexible, allowing for the seamless replacement of each
component with newer or domain-specific versions as they
become available. Moreover, we treat the generative model
as a black box, querying it with specific prompts to mimic
end-user interactions (i.e. without control over training data
and algorithm). We test OpenBias on variants of Stable
Diffusion [41, 44] showing human-agreement, model-level
comparisons, and the discovery of novel biases.
Contributions. To summarize, our key contributions are:
• To the best of our knowledge, we are the first to study the

problem of open-set bias detection at large scale without
relying on a predefined list of biases. Our method discov-
ers novel biases that have never been studied before.

• We propose OpenBias, a modular pipeline, that, given a
list of prompts, leverages a Large Language Model to ex-
tract a knowledge base of possible biases, and a Vision
Question Answer model to recognize and quantify them.

• We test our pipeline on multiple text-to-image generative
models: Stable Diffusion XL, 1.5, 2 [41, 44]. We as-
sess our pipeline showing its agreement with closed-set
classifier-based methods and with human judgement.

2. Related work
Pipeline with Foundation Models. We broadly refer to
foundation models [4] as large-scale deep learning mod-
els trained on extensive data corpora, usually with a self-
supervised objective [4]. This approach has been used
across different modalities, such as text [8, 54], vision [9,

13, 40] and multi-modal models [35, 42, 65]. These mod-
els can be fine-tuned on downstream tasks or applied in a
zero-shot manner, generalizing to unseen tasks [8, 51, 58].

Lately, several works combined different foundation
models to solve complex tasks. [19, 52] use an LLM to
generate Python code that invokes vision-language models
to produce results. TIFA [23] assesses the faithfulness of
a generated image to a given text prompt, by querying a
VQA model with questions produced by an LLM from the
original caption. Similarly, [10, 65] enhance image/video
captioning by iteratively querying an LLM to ask questions
to a VQA model. Differently, [30] identify spurious cor-
relations in synthetic images via captioning and language
interpretation, but without categorizing or quantifying bias.

We share a similar motivation, i.e., we leverage power-
ful foundation models to build an automatic pipeline, tai-
lored to the novel task of open-set bias discovery. OpenBias
builds a knowledge base of biases leveraging the domain-
specific knowledge from real captions and LLMs.
Bias Mitigation in Generative Models. Bias mitigation
is a long-studied topic in generative models. A substan-
tial line of work focused on GAN-based methods. Some
works improve fairness at inference time by altering the la-
tent space semantic distribution [53] or by gradient clipping
to control the gradient ensuring fairer representations for
sensitive groups [29]. The advent of T2I generative mod-
els has directed research efforts towards fairness within this
domain. FairDiffusion [15] guides Stable Diffusion [44]
toward fairer generation in job-related contexts. It en-
hances classifier-free guidance [22] by adding a fair guid-
ance term based on user-provided fair instructions. Simi-
larly, [6] demonstrates that (negative) prompt and seman-
tic guidance [5] mitigate inappropriateness generation in
several T2I models. Given handwritten text as input, ITI-
GEN [62] enhances the fairness of T2I generative models
through prompt learning. To improve fairness, [50] guide
generation using the data manifold of the training set, esti-
mated via unsupervised learning.

While yielding notable result, these bias mitigation meth-
ods rely on predefined lists of biases. Here, we argue that
there may exist other biases not considered by these meth-
ods. Therefore, our proposed pipeline is orthogonal, pro-
viding a valuable tool to enhance their utility.

3. OpenBias
This section presents OpenBias, our pipeline for proposing,
assessing, and quantifying biases in T2I generative mod-
els. The overview of the proposed framework is outlined
in Fig. 2. Starting from a dataset of real textual captions,
we leverage a Large Language Model (LLM) to build a
knowledge base of possible biases that may occur during
image generation. This process enables the identification of
domain-specific biases unexplored up to now. In the sec-
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Figure 2. OpenBias pipeline. Starting with a dataset of real textual captions (T ) we leverage a Large Language Model (LLM) to build
a knowledge base B of possible biases that may occur during the image generation process. In the second stage, synthesized images are
generated using the target generative model conditioned on captions where a potential bias has been identified. Finally, the biases are
assessed and quantified by querying a VQA model with caption-specific questions extracted during the bias proposal phase.

ond stage, we synthesize images using the target generative
model, conditioned on captions where a potential bias has
been identified. Lastly, we assess the biases with a VQA
model, querying it with caption-specific questions gener-
ated during the bias proposal phase.

3.1. Bias Proposals

Given a dataset of real captions T , we construct a knowl-
edge base B of possible biases. For each caption in the
dataset, we task a LLM with providing three outputs: the
potential bias name, a set of classes associated with the bias,
and a question to identify the bias.

Formally, given a caption t ∈ T , let us denote the LLM’s
output as a set of triplets Lt = {(bti, Ct

i , q
t
i)}

nt
i=1 where the

cardinality of the set nt is caption dependent, and each
triplet (b, C, q) has a proposed bias b, a set of associated
classes C, and the question q assigned to the specific caption
t. To obtain this set, we propose to use in-context learn-
ing [8, 49], providing task description and demonstrations
directly in the textual prompt.1 We build the knowledge
base B by aggregating the per-caption information on the
whole dataset. Specifically, we can define the set of caption-
specific biases Bt as the union of its potential biases, i.e.
Bt =

⋃nt

i=1 bi. The dataset-level set of biases is then the
union of the caption-level ones, i.e. B =

⋃
t∈T Bt. Next,

we aggregate the bias-specific information across the whole
dataset. We define the database of captions and questions as

Db = {(t, q) | ∀t ∈ T , (x, C, q) ∈ Lt, x = b}. (1)

Db collects captions and questions specific to the bias b.
Moreover, we define Tb = {t | (t, q) ∈ Db} as the set of
captions, and Cb is the union of the set of classes associated

1We refer the reader to the Supp. Mat. for system prompt details.

to the bias b in T . Nevertheless, Db does not account for the
potential specification of the classes of b in the caption. For
instance, if we aim to generate “An image of a large dog”,
the dog’s size should not be included among the biases. To
address this, we implement a two-stage filtering procedure
of Db. First, given a pair (t, q) ∈ Db we ask the LLM
to output whether the answer to the question q is explicitly
present in the caption t. Secondly, we leverage ConceptNet
[48] to identify synonyms for the classes Cb related to the
specific bias b, and filter out the captions in containing either
a class Cb or its synonyms. We empirically observe that
combining these two stages produces more robust results.

By executing the aforementioned steps, we generate
bias proposals in an open-set manner tailored to the given
dataset. In the following sections, we elaborate on the pro-
cess of bias quantification in a target generative model.

3.2. Bias Assessment and Quantification

Let G be the target T2I generative model. Our objective is
to evaluate if G generates images with the identified biases.
Given a bias b ∈ B and a caption t ∈ Tb, we generate the
set of N images It

b as

It
b = {G(t, s)|∀s ∈ S} (2)

where S is the set of sampled random noise, of cardinality
|S| = N . Sampling multiple noise vectors allows us to
obtain a distribution of the G output on the same prompt t.

To assess the bias within It
b, we propose to leverage a

state-of-the-art Vision Question Answering (VQA) model
VQA mapping images and questions to answers in natural
language. The VQA processes the images It

b, and their as-
sociated question q in the pair (t, q) ∈ Db, choosing an an-
swer from the possible classes Cb. Formally, given an image
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I ∈ It
b we denote the predicted class as

ĉ = VQA(I, q, Cb). (3)

With this score, we gather statistics on the distribution of
the classes on a set of images, and use them to quantify
the severity of the bias. In the following, we investigate
two distinct scenarios, namely context-aware, where we an-
alyze the bias on caption-specific images It

b, and context-
free, where we consider the whole set of images Ib associ-
ated to one bias b ∈ B.

3.2.1 Context-Aware Bias

As discussed in Section 1, our focus lies in examining bias
exclusively when the classes are not explicitly mentioned
in the caption. The bias proposals pipeline described in
Sec. 3.1 filters out such cases; nevertheless, there could be
additional aspects within the caption that impact the out-
come. For example, the two captions “A military is run-
ning” and “A person is running” are both agnostic to the
bias “person gender”, but the direction and magnitude of
the bias may be very different in the two cases. To consider
the role of the context in the bias assessment, we collect
statistics at the caption level, analyzing the set of images It

b

produced from a specific caption t ∈ T . Given a bias b we
compute the probability for a class c ∈ Cb as:

p(c|t, Cb,Db) =
1

|It
b|

∑
I∈It

b

1
(
ĉ = c

)
(4)

with ĉ = VQA(I, q, Cb) the prediction of the VQA as defined
in Eq. (3), and 1(·) the indicator function.

3.2.2 Context-Free Bias

Differently from the context-aware scenario, our interest
lies in characterizing the overall behavior of the model G.
This is crucial as it offers valuable insights into aspects such
as the majority class (i.e. the direction toward which the bias
tends) and the overall intensity of the bias. To effectively
exclude the role of the context in the captions, we propose
to average the VQA scores for c ∈ Cb over all captions t
related to that bias b ∈ B:

p(c|Cb,Db) =
1

|Db|
∑

(t,q)∈Db

p(c|t, Cb,Db) (5)

Note that the context-aware bias is a special case of this
scenario, where Db has a single instance, i.e. Db = {(t, q)}.

3.2.3 Bias Quantification and Ranking

After collecting the scores for each individual attribute class
c ∈ Cb, we can aggregate them to rank the severity of biases

within the generative model. As mentioned in Sec. 1, we
follow existing work [15, 60] and consider the model G as
unbiased with respect to a concept b when the distribution of
the possible classes c ∈ Cb is uniform. To quantitatively as-
sess the severity of the bias, we compute the entropy of the
probability distribution of the classes obtained using either
Eq. (4) or Eq. (5). To compare biases with different num-
bers of classes, we normalize the entropy by the maximum
possible entropy [59]. Additionally, we adjust the score for
enhanced human readability. In practice, our bias severity
score is defined as follows:

H̄b = 1 +

∑
c∈Cb

log p(c|Cb,Db)

log(|Cb|)
(6)

The resulting score is always bounded H̄b ∈ [0, 1], where 0
indicates an unbiased concept while 1 a biased one.

We note that, while we focused our pipeline on condi-
tional generative models, our model can be easily extended
for studying biases in both real-world multimodal datasets
(e.g. by assuming images It

b are provided rather than gener-
ated), and to unconditional generative models (i.e. by using
a captioning system on their outputs as set T ). We refer
the reader to the Supp. Mat. for details where we will also
show an analysis between the unconditional GAN Style-
GAN3 [28] and its training set FFHQ [27].

4. Experiments
In this section, we conduct a series of experiments to as-
sess the proposed framework quantitatively. In Sec. 4.1,
we provide implementation details and the preprocessing
steps applied to the datasets. In Sec. 4.2, we quantitative
evaluate OpenBias on two directions, (i) comparing it with
a state-of-the-art classifier-based method on a closed set
of well-known social biases, (ii) testing the agreement be-
tween OpenBias and human judgment via a user study.

4.1. Pipeline Implementation

Datasets. We study the bias in two multimodal datasets
Flickr 30k [61] and COCO [33]. Flickr30k [61] comprises
30K images with 5 caption per image, depicting images in
the wild. Similarly, COCO [33] is a large-scale dataset
containing a diverse range of images that capture every-
day scenes and objects in complex contexts. We filter this
dataset, creating a subset of images whose caption con-
tains a single person. This procedure results in roughly
123K captions. Our choice is motivated by building a large
subset of captions specifically tied to people. This focus
on the person-domain is crucial as it represents one of the
most sensitive scenarios for exploring bias-related settings.
Nevertheless, it is worth noting that the biases we discover
within this context extend beyond person-related biases to
include objects, animals, and actions associated with peo-
ple. Further details are highlighted in Sec. 5.

12228



chi
ld 

ge
nd

er

cat
 co

lor

tra
in 

col
or

ba
by

 ge
nd

er

cak
e t

yp
e

sur
fbo

ard
 ty

pe

sno
w co

nd
itio

n

ph
on

e t
yp

e

ho
rse

 ag
e

sno
wbo

ard
er 

ag
e

wate
r c

on
dit

ion

do
g c

olo
r

piz
za 

siz
e

pe
rso

n a
cti

vit
y

pe
rso

n a
ge

ska
teb

oa
rde

r a
ge

moto
rcy

cle
 ty

pe

cat
 ag

e

pe
rso

n e
moti

on

ska
teb

oa
rd 

typ
e

ski
ing

 lo
cat

ion

chi
ld 

rac
e

pe
rso

n a
ttir

e

pe
rso

n g
en

de
r

pe
rso

n r
ace

ski
ing

 ab
ilit

y

pe
rso

n o
ccu

pa
tio

n

do
g a

ge

ho
rse

 br
ee

d

do
g b

ree
d

pla
ye

r a
ge

pla
ye

r g
en

de
r

ski
ing

 ab
ilit

y

kit
e s

ize

lap
top

 br
an

d

wav
e s

ize

ve
hic

le 
typ

e

wav
e t

yp
e

ski
 ty

pe

ten
nis

 pl
ay

er 
lev

el

ski
ing

 le
ve

l

air
cra

ft s
ize

sno
wbo

ard
 ty

pe

ho
rse

 br
ee

d

ski
ing

 lo
cat

ion

be
d t

yp
e

slo
pe

 di
ffic

ult
y

cat
 br

ee
d

0.0

0.2

0.4

0.6

0.8

1.0

Bi
as

 In
te

ns
ity

SD-XL
SD-2
SD-1.5

Figure 3. Comparison of context-aware discovered biases on Stable Diffusion XL, 2 and 1.5 [41, 44] with captions from COCO [33].
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Figure 4. Comparison of context-aware found biases on Stable Diffusion XL, 2 and 1.5 [41, 44] on captions from Flick30k [61].

Implementation Details. Our pipeline is designed to be
flexible and modular, enabling us to replace individual com-
ponents as needed. In this study, we leverage LLama2-7B
[54] as our foundation LLM. This model is exploited to
build the knowledge base of possible biases, as described in
Sec. 3.1. We refer the reader to the Supp. Mat. for details re-
garding the prompts and examples we use to instruct LLama
to perform the desired tasks. To assess the presence of the
bias, we rely on state-of-the-art Visual Question Answering
(VQA) models. From our evaluation outlined in Sec. 4.2,
Llava1.5-13B [34, 35] emerges as the top-performing, thus
we adopt it as our default VQA model. Finally, we con-
duct our study by randomly selecting 100 captions associ-
ated with each bias and generating N = 10 images for each
caption using a different random seed. In this way, we ob-
tain a set of 1000 images, that we use to study the context-
free and context-aware bias of the target generative model.

4.2. Quantitative Results

Our open-set setting harnesses the zero-shot performance of
each component. As in [15], we evaluate OpenBias using
FairFace [26], a well-established classifier fairly trained, as
the ground truth on gender, age, and race. While FairFace
treats socially sensitive attributes as closed-set, we uphold
our commitment to inclusivity by also evaluating OpenBias
with self-identified ones, reported in the Supp. Mat..

Model Gender Age Race

Acc. F1 Acc. F1 Acc. F1

CLIP-L [42] 91.43 75.46 58.96 45.77 36.02 33.60
OFA-Large [56] 93.03 83.07 53.79 41.72 24.61 21.22
mPLUG-Large [31] 93.03 82.81 61.37 52.74 21.46 23.26
BLIP-Large [32] 92.23 82.18 48.61 31.29 36.22 35.52
Llava1.5-7B [34, 35] 92.03 82.33 66.54 62.16 55.71 42.80
Llava1.5-13B [34, 35] 92.83 83.21 72.27 70.00 55.91 44.33

Table 1. VQA evaluation on the generated images using COCO
captions. We highlight in gray the chosen default VQA model.

Model Flickr 30k [61] COCO [33]
gender age race gender age race

Real 0 0.032 0.030 0 0.041 0.028
SD-1.5 [44] 0.072 0.032 0.052 0.075 0.028 0.092
SD-2 [44] 0.036 0.069 0.047 0.060 0.045 0.105
SD-XL [41] 0.006 0.028 0.180 0.002 0.027 0.184

Table 2. KL divergence (↓) computed over the predictions of
Llava1.5-13B and FairFace on generated and real images.

Agreement with FairFace. We compare the predictions
of multiple SoTA Visual Question Answering models with
FairFace. Firstly, we assess the zero-shot performance of
the VQA models on synthetic images, performing our com-
parisons using images generated by SD XL. The evalua-
tion involves assessing accuracy and F1 scores, which are
computed against FairFace predictions treated as the ground
truth. The results are reported in Tab. 1. Llava1.5-13B
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emerges as the top-performing model across different tasks,
consequently, we employ it as our default VQA model.

Next, we evaluate the agreement between Llava and Fair-
Face [26] on different scenarios. Specifically, we run the
two models on real and synthetic images generated with
Stable Diffusion 1.5, 2, and XL. We measure the agreement
between the two as the KL Divergence between the proba-
bility distributions obtained using the predictions of the re-
spective model. We report the results in Tab. 2. We can
observe that the models are highly aligned, obtaining low
KL scores, proving the VQA model’s robustness in both
generative and real settings. Supp. Mat. provides a more
comprehensive evaluation of the VQA.
User Study. We conduct a human evaluation of the pro-
posed pipeline at the context-aware level, to assess its align-
ment with human judgment. The study presents 10 images
generated from the same caption for each bias. We use pub-
lic crowdsourcing platforms, without geographical restric-
tions, and randomizing the questions’ order. Each partic-
ipant is asked to identify the direction (majority class) of
each bias and its intensity in a range from 0 to 10. The op-
tion “No bias” is provided to capture the instances where
no bias is perceived, corresponding to a bias intensity of 0.
We conduct the user study on a subsection of the biases,
resulting in 15 diverse object-related and person-related bi-
ases and 390 diverse images. We collect answers from 55
unique users, for a total of 2200 valid responses. The user
study results are shown in Fig. 5, where we compare the
bias intensity as collected from the human participants with
the severity score computed with OpenBias. We can ob-
serve that there is a high alignment on various biases such
as “Person age”, “Person gender”, “Vehicle type”, “Per-
son emotion” and “Train color”. We compute the Abso-
lute Mean Error (AME) between the bias intensity produced
by the model and the average user score, resulting in an
AME = 0.15. Furthermore, we compute the agreement
on the majority class, i.e. the direction of the bias. In this
case, OpenBias matches the collected human choices 67%
of the cases. We remark that concepts of bias and fairness
are highly subjective, and this can introduce further errors
in the evaluation process. Nevertheless, our results show a
correlation between the scores, validating our pipeline.

5. Findings
In this section, we present our findings from the exam-
ination of three extensively utilized text-to-image gener-
ative models, specifically Stable Diffusion XL, 2, and
1.5 [41, 44]. We use captions from Flickr and COCO, as
detailed in Sec. 4.1. We structure our findings by examin-
ing the biases of different models and delineating the dis-
tinctions between context-free and context-aware bias.
Rankings. We present here the biases identified by our
pipeline on Stable Diffusion XL, 2, and 1.5 [41, 44], in
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Figure 5. Human evaluation results.

Fig. 3 and 4. Importantly, OpenBias identifies both well-
known (e.g. “person gender”, “person race”) and novel
biases (e.g. “cake type”, “bed type” and “laptop brand”).
From the comparison of different models, we observe a cor-
relation between the intensities of the biases across differ-
ent Stable Diffusion versions. We note, however, a subtle
predominance of SD XL in the amplification of bias com-
pared to earlier versions of the model. Moreover, the set of
proposed biases varies depending on the initial set of cap-
tions used for the extraction. Generally, biases extracted
from Flickr are more object-centric compared to those from
COCO, aligning with the filtering operation applied to the
latter. This difference highlights the potential of OpenBias
to propose a tailored set of biases according to the captions
it is applied to, making the bias proposals domain-specific.
Context-Free vs Context-Aware. Next, we study the dif-
ferent behavior of a given model, when compared in a
context-free vs context-aware scenario (see Sec. 3 for for-
mal definition). This analysis assesses the influence of other
elements within the captions on the perpetuation of a partic-
ular bias. In Fig. 9 we report the results obtained on SD XL.
It is noteworthy to observe that, in this case, the correlation
between the scores is not consistently present. For example,
the intensity score for “motorcycle type” is significantly
higher when computed within the context, compared to the
same evaluation free of context. This discrepancy suggests
that there is no majority class (i.e. the general direction of
the bias), but rather the model generates motorcycles of one
specific type in a given context. Vice versa, for “bed type”
we observe a high score in both settings, suggesting that the
model always generates the same type of bed.
Qualitative Results. We show examples of biases dis-
covered by OpenBias on Stable Diffusion XL. We present
the results in a context-aware fashion and visualize images
generated from the same caption where our pipeline identi-
fies a bias. We organize the results in three sets and present
unexplored biases on objects and animals, novel biases as-
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Train color

“A train zips down the railway in the sun”

Laptop brand

“A photo of a person on a laptop in a coffee shop”

Horse breed

“A cop riding a horse through a city neighborhood”

Figure 6. Novel biases discovered on Stable Diffusion XL [41] by OpenBias.

Child gender

“Toddler in a baseball cap on a wooden bench”

Child race

“Small child hurrying toward a bus on a dirt road”

Person attire

“The lady is sitting on the bench holding her handbag”

Figure 7. Novel person-related biases identified on Stable Diffusion XL [41] by OpenBias.

Person gender

“A traffic officer leaning on a no turn sign”

Person race

“A man riding an elephant into some water of a creek”

Person age

“A woman riding a horse in front of a car next to a fence”

Figure 8. Person-related biases found on Stable Diffusion XL [41] by OpenBias.
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Figure 9. Highlighting the importance of the context aware ap-
proach on Stable Diffusion XL [41] on the captions from COCO.

sociated with persons, and well-known social biases. We
highlight biases discovered on objects and animals in Fig. 6.
For example, the model tends to generate “yellow” trains or
“quarter horses” even if not specified in the caption. Fur-
thermore, the model generates laptops featuring a distinct
“Apple” logo, showing a bias toward the brand.

Next, we display novel biases related to persons discov-
ered by OpenBias. For instance, we unveil unexplored bi-
ases such as the “person attire”, with the model often gen-
erating people in a formal outfit rather than more casual
ones. Furthermore, we specifically study “child gender”
and “child race” diverging from the typical examination
centered on adults. For example, in Fig. 7 second column,
we observe that the generative model links a black child
with an economically disadvantaged environment described
in the caption as “a dirt road”. The association between
racial identity and socioeconomic status perpetuates harm-
ful stereotypes and proves the need to consider novel bi-
ases within bias mitigation frameworks. Lastly, we show
qualitative results on the well-studied and sensitive biases
of “person gender”, “race”, and “age”. In the first col-
umn of Fig. 8, Stable Diffusion XL exclusively generates
“male” officers, despite the presence of a gender-neutral
job title. Moreover, it explicitly depicts a “woman” labeled
as “middle-aged” when engaged in horseback riding. Fi-
nally, we observe a “race” bias, with depictions of solely
black individuals for “a man riding an elephant”. This
context-aware approach ensures a thorough comprehension
of emerging biases in both novel and socially significant
contexts. These results emphasize the necessity for more
inclusive open-set bias detection frameworks. We provide
additional qualitatives and comparisons in the Supp. Mat..

6. Limitations
OpenBias is based on two foundation models to propose and
quantify biases of a generative model, namely LLama [54]
and LLava [35]. We rely on the prediction of these mod-

els, without considering their intrinsic limitations. Existing
research [17, 38] highlights the presence of biases in these
models which may be propagated in our pipeline. Never-
theless, the modular nature of our pipeline provides flexi-
bility, allowing us to seamlessly incorporate improved mod-
els should they become available in the future. Finally, in
this work, we delve into the distinction between context-
free and context-aware biases, revealing different behaviors
exhibited by models in these two scenarios. However, our
evaluation of the role of the context is only qualitative. We
identify the possibility of systematically studying the con-
text’s role as a promising future direction.

7. Conclusions
AI-generated content has seen rapid growth in the last few
years, with the potential to become even more ubiquitous in
society. While the usage of such models increases, charac-
terizing the stereotypes perpetrated by the model becomes
of significant importance. In this work, we propose to study
the bias in generative models in a novel open-set scenario,
paving the way to the discovery of biases previously un-
explored. We propose OpenBias, an automatic bias detec-
tion pipeline, capable of discovering and quantifying tradi-
tional and novel biases without the need to pre-define them.
The proposed method builds a domain-specific knowledge
base of biases which are then assessed and quantified via
Vision Question Answering. We validate OpenBias show-
ing its agreement with classifier-based methods on a closed
set of concepts and with human judgement through a user
study. Our method can be plugged into existing bias mit-
igation works, extending their capabilities to novel biases.
OpenBias can foster further research in open-set scenarios,
moving beyond classical pre-defined biases and assessing
generative models more comprehensively.
Ethical statement and broader impact. This work con-
tributes to fairer and more inclusive AI, by detecting biases
in T2I generative models. We conduct our research respon-
sibly, transparently, and with a strong commitment to eth-
ical principles. Despite this, due to technical constraints,
socially sensitive attributes, such as gender, are treated as
closed sets for research purposes only. Moreover, Open-
Bias entails the biases of the LLM and VQA models, thus
it may not discover all possible biases. We do not intend to
discriminate against any social group but raise awareness
on the challenges of detecting biases beyond closed sets.
Acknowledgments: This work was supported by the MUR
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Julien Mairal, Piotr Bojanowski, and Armand Joulin. Emerg-
ing properties in self-supervised vision transformers. In
ICCV, 2021. 2

[10] Jun Chen, Deyao Zhu, Kilichbek Haydarov, Xiang Li, and
Mohamed Elhoseiny. Video chatcaptioner: Towards the en-
riched spatiotemporal descriptions. arXiv preprint, 2023. 2

[11] Jaemin Cho, Abhay Zala, and Mohit Bansal. Dall-eval:
Probing the reasoning skills and social biases of text-to-
image generation models. In ICCV, 2023. 1

[12] Moreno D’Incà, Christos Tzelepis, Ioannis Patras, and Nicu
Sebe. Improving fairness using vision-language driven im-
age augmentation. In WACV, 2024. 1

[13] Alexey Dosovitskiy, Lucas Beyer, Alexander Kolesnikov,
Dirk Weissenborn, Xiaohua Zhai, Thomas Unterthiner,
Mostafa Dehghani, Matthias Minderer, Georg Heigold, Syl-
vain Gelly, et al. An image is worth 16x16 words: Trans-
formers for image recognition at scale. In ICLR, 2021. 2

[14] Dave Epstein, Allan Jabri, Ben Poole, Alexei A Efros, and
Aleksander Holynski. Diffusion self-guidance for control-
lable image generation. In NeurIPS, 2023. 1

[15] Felix Friedrich, Manuel Brack, Lukas Struppek, Dominik
Hintersdorf, Patrick Schramowski, Sasha Luccioni, and
Kristian Kersting. Fair diffusion: Instructing text-to-image
generation models on fairness. arXiv preprint, 2023. 1, 2, 4,
5

[16] Rinon Gal, Yuval Alaluf, Yuval Atzmon, Or Patashnik,
Amit H. Bermano, Gal Chechik, and Daniel Cohen-Or. An
image is worth one word: Personalizing text-to-image gen-
eration using textual inversion. arXiv preprint, 2022. 1

[17] Isabel O Gallegos, Ryan A Rossi, Joe Barrow, Md Mehrab
Tanjim, Sungchul Kim, Franck Dernoncourt, Tong Yu, Ruiyi
Zhang, and Nesreen K Ahmed. Bias and fairness in large
language models: A survey. arXiv preprint, 2023. 8

[18] Vidit Goel, Elia Peruzzo, Yifan Jiang, Dejia Xu, Xingqian
Xu, Nicu Sebe, Trevor Darrell, Zhangyang Wang, and
Humphrey Shi. Pair-diffusion: A comprehensive multimodal
object-level image editor. arXiv preprint, 2023. 1

[19] Tanmay Gupta and Aniruddha Kembhavi. Visual program-
ming: Compositional visual reasoning without training. In
CVPR, 2023. 2

[20] Lisa Anne Hendricks, Kaylee Burns, Kate Saenko, Trevor
Darrell, and Anna Rohrbach. Women also snowboard: Over-
coming bias in captioning models. In ECCV, 2018. 1

[21] Amir Hertz, Ron Mokady, Jay Tenenbaum, Kfir Aberman,
Yael Pritch, and Daniel Cohen-Or. Prompt-to-prompt image
editing with cross attention control. In ICLR, 2022. 1

[22] Jonathan Ho and Tim Salimans. Classifier-free diffusion
guidance. In NeurIPS 2021 Workshop on Deep Generative
Models and Downstream Applications, 2021. 2

[23] Yushi Hu, Benlin Liu, Jungo Kasai, Yizhong Wang, Mari Os-
tendorf, Ranjay Krishna, and Noah A. Smith. Tifa: Accurate
and interpretable text-to-image faithfulness evaluation with
question answering. In ICCV, 2023. 2

[24] Lianghua Huang, Di Chen, Yu Liu, Yujun Shen, Deli Zhao,
and Jingren Zhou. Composer: Creative and controllable im-
age synthesis with composable conditions. In ICML, 2023.
1

[25] Sangwon Jung, Sanghyuk Chun, and Taesup Moon. Learn-
ing fair classifiers with partially annotated group labels. In
CVPR, 2022. 1

[26] Kimmo Karkkainen and Jungseock Joo. Fairface: Face at-
tribute dataset for balanced race, gender, and age for bias
measurement and mitigation. In WACV, 2021. 5, 6

[27] Tero Karras, Samuli Laine, and Timo Aila. A style-based
generator architecture for generative adversarial networks. In
CVPR, 2019. 4

[28] Tero Karras, Miika Aittala, Samuli Laine, Erik Härkönen,
Janne Hellsten, Jaakko Lehtinen, and Timo Aila. Alias-free
generative adversarial networks. In NeurIPS, 2021. 4

[29] Patrik Joslin Kenfack, Kamil Sabbagh, Adı́n Ramı́rez Rivera,
and Adil Khan. Repfair-gan: Mitigating representation bias
in gans using gradient clipping. arXiv preprint, 2022. 1, 2

[30] Younghyun Kim, Sangwoo Mo, Minkyu Kim, Kyungmin
Lee, Jaeho Lee, and Jinwoo Shin. Bias-to-text: Debias-

12233



ing unknown visual biases through language interpretation.
arXiv preprint, 2023. 2

[31] Chenliang Li, Haiyang Xu, Junfeng Tian, Wei Wang, Ming
Yan, Bin Bi, Jiabo Ye, Hehong Chen, Guohai Xu, Zheng
Cao, et al. mPLUG: Effective and efficient vision-language
learning by cross-modal skip-connections. In Proceedings of
the 2022 Conference on Empirical Methods in Natural Lan-
guage Processing, 2022. 5

[32] Junnan Li, Dongxu Li, Caiming Xiong, and Steven Hoi.
Blip: Bootstrapping language-image pre-training for unified
vision-language understanding and generation. In ICML,
2022. 5

[33] Tsung-Yi Lin, Michael Maire, Serge J. Belongie, Lubomir D.
Bourdev, Ross B. Girshick, James Hays, Pietro Perona, Deva
Ramanan, Piotr Dollár, and C. Lawrence Zitnick. Microsoft
COCO: common objects in context. In ECCV, 2014. 4, 5

[34] Haotian Liu, Chunyuan Li, Yuheng Li, and Yong Jae
Lee. Improved baselines with visual instruction tuning. In
NeurIPS 2023 Workshop on Instruction Tuning and Instruc-
tion Following, 2023. 5

[35] Haotian Liu, Chunyuan Li, Qingyang Wu, and Yong Jae Lee.
Visual instruction tuning. In NeurIPS, 2023. 2, 5, 8

[36] Ranjita Naik and Besmira Nushi. Social biases through the
text-to-image generation lens. In Proceedings of the 2023
AAAI/ACM Conference on AI, Ethics, and Society, 2023. 1

[37] Junhyun Nam, Hyuntak Cha, Sungsoo Ahn, Jaeho Lee, and
Jinwoo Shin. Learning from failure: De-biasing classifier
from biased classifier. NeurIPS, 2020. 1

[38] Roberto Navigli, Simone Conia, and Björn Ross. Biases in
large language models: Origins, inventory, and discussion.
ACM Journal of Data and Information Quality, 2023. 8

[39] Alex Nichol, Prafulla Dhariwal, Aditya Ramesh, Pranav
Shyam, Pamela Mishkin, Bob McGrew, Ilya Sutskever, and
Mark Chen. Glide: Towards photorealistic image generation
and editing with text-guided diffusion models. In Interna-
tional Conference on Machine Learning, 2022. 1

[40] Maxime Oquab, Timothée Darcet, Théo Moutakanni, Huy
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