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Abstract

Advanced Audio-Visual Speech Recognition (AVSR) sys-
tems have been observed to be sensitive to missing video
frames, performing even worse than single-modality mod-
els. While applying the common dropout techniques to the
video modality enhances robustness to missing frames, it
simultaneously results in a performance loss when deal-
ing with complete data input. In this study, we delve into
this contrasting phenomenon through the lens of modality
bias and uncover that an excessive modality bias towards
the audio modality induced by dropout constitutes the fun-
damental cause. Next, we present the Modality Bias Hy-
pothesis (MBH) to systematically describe the relationship
between the modality bias and the robustness against miss-
ing modality in multimodal systems. Building on these find-
ings, we propose a novel Multimodal Distribution Approxi-
mation with Knowledge Distillation (MDA-KD) framework
to reduce over-reliance on the audio modality, maintain-
ing performance and robustness simultaneously. Finally,
to address an entirely missing modality, we adopt adapters
to dynamically switch decision strategies. The effective-
ness of our proposed approach is evaluated through com-
prehensive experiments on the MISP2021 and MISP2022
datasets. Our code is available at https://github.
com/dalision/ModalBiasAVSR.

1. Introduction

Audio-Visual Speech Recognition (AVSR) is a multimodal
application inspired by human speech perception. It out-
performs single-modality models by incorporating noise-
invariant complementary information from visual cues, es-
pecially in noisy environments. Driven by increasingly
large open-source datasets and models [1–4], AVSR has
achieved significant advancements across various bench-
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marks with a simple end-to-end design [5, 6].
Recent research on AVSR focuses on more challenging

real-life scenarios. Techniques such as reinforcement learn-
ing [7] and carefully designed fusion architecture [8–10] are
used to accommodate varying noise levels and overlapping
speech. Self-supervised learning [11] and automatic label-
ing techniques [12] are applied facing insufficient audio-
visual pairs. Meanwhile, various synchronization modules
have been developed for audio-visual alignment.[13–15].
However, restricted to the open-source datasets [1, 2, 16],
most studies often assume that each video is recorded in
relatively high quality, without blurring, corruption, or loss.
Moreover, there is growing evidence to suggest that current
advanced AVSR systems are highly susceptible to pertur-
bations in video modality [17, 18], resulting in significant
performance degradation even perform worse than single-
modality models [19, 20].

Missing video modality is a crucial and common prob-
lem for AVSR applied in real-life scenarios [1, 17, 19, 20].
It arises from various causes, including losses induced by
network latency or hardware limitations, as well as errors in
lip movement tracking due to occlusion and side-face. Most
researchers utilize dropout techniques 1 on video training
data to improve robustness against missing modalities [19–
23]. It has been demonstrated to effectively mitigate the
out-of-distribution (OOD) issue and alleviate performance
degradation without additional inference consumption or
complex modules. However, it leads to new challenges on
real-life scenarios with low-quality input. In our early ex-
periments on MISP datasets [24, 25], a contradictory phe-
nomenon could be observed in Figure 1: while applying the
dropout strategy to video training data enhance the robust-
ness against missing video modality, it also leads to perfor-
mance degradation when dealing with complete data input.

1Distinguished from the classic dropout that randomly deactivates
nodes during neural network training, dropout in this paper specifically
refers to a data augmentation technique that partially or entirely replaces
original video frames with padding frames.
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On the other hand, all AVSR systems consistently lag behind
unimodal ASR when facing completely missing video.

We attempt to analyze the reasons behind the above-
mentioned phenomenon from the perspective of modality
bias. Existing multimodal applications can be categorized
into two types: (1) modality-balanced systems, in which
each modality contributes relatively equally to the model
decision, such as Multimodal Emotion Recognition (MER)
[26] and Hate Speech Detection (HSD) [27]; (2) modality-
biased systems that over-relies on certain modality that con-
tains more task-related information. AVSR is a typical
modality-biased system dominated by audio. Therefore,
an intuitive insight suggests that although dropout on the
video modality could address the OOD problem between
the training and inference stages, it may exacerbate the
modality bias on audio, subsequently demonstrating robust-
ness towards missing video input.

In this paper, we first verify this intuitive hypothesis
in Section 2 by quantitatively analyzing the differences
between AVSR and unimodal automatic speech recogni-
tion (ASR). The results uncover that the modality bias es-
sentially represents a shift from a multimodal to a uni-
modal distribution on audio modality in latent represen-
tation space. Next in Section 3, we extend our findings
to more general mulitmodal applications and propose the
Modality Bias Hypothesis (MBH) to systematically de-
scribe the relationship between modality bias and robust-
ness to missing modality. In Sections 4 and 5, we are
committed to achieving two objectives: improving the ro-
bustness of AVSR without degradation with complete in-
put, and ensuring that AVSR consistently outperforms ASR
when faced with severe or complete video missing. To
this end, we present Multimodal Distribution Approxima-
tion with Knowledge Distillation (MDA-KD), in which the
robust student model leverages hidden knowledge extracted
by a relatively unbiased teacher model to prevent the dis-
tribution of task-relevant representations from transfering
into a unimodal distribution. The method is observed to
enhance missing robustness through the learning of com-
plementary information from the other modality and utiliz-
ing context information from adjacent frames. For video
severely or entirely missing situations, adapters are adopted
to the modality-specific branch to dynamically switch de-
cision bias dominated by modality-specific representations.
The key contributions can be summarized as follows:

• We investigate dropout-induced modality bias and un-
cover that it fundamentally manifests as a shift from a mul-
timodal to a unimodal distribution of audio modality in the
hidden representation subspace as detailed in Section 2.

• We propose using the Modality Bias Hypothesis
(MBH) to systematically describe the decision-making pro-
cess influenced by modal bias in a multimodal system, as
well as the relationship between modal bias and modality
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Figure 1. CER (in %) degradation curves of AVSR trained with
different dropout rates on video frames. Compared with the base-
line AVSR without dropout (in red), other AVSR systems perform
better with missing input but worse with complete data input. As
the training dropout rate increases, the CER curve of AVSR grad-
ually converges to that of ASR (dotted line).
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Figure 2. Two groups of similarity analysis between ASR and
AVSR transcriptions. In both groups, an increase in the similarity
of recognition transcriptions is observed as the training dropout
rate increases. The similarity is measured by relative CER (in %),
where the ASR transcription replaces the ground truth.
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Figure 3. Similarity matrices of intermediate representations be-
tween ASR and different AVSR settings. As training dropout rates
increase, the diagonal lines become brighter, indicating closer
proximity between the multimodal and the unimodal distributions
of the latent decisive subspace in AVSR.

missing robustness as detailed in Section 3.
• We propose Multimodal Distribution Approximation

with Knowledge Distillation (MDA-KD) to enhance robust-
ness against missing video and avoid performance degrada-
tion with complete input. For entirely missing modalities,
adapters are adopted to dynamically switch decision bias to
the specific modality as detailed in Section 5.

• We achieve top AVSR performances on MISP2021 and
MISP2022 datasets while maintaining robustness against
missing video frames as detailed in Section 7.
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Figure 4. An illustration of the Modality Bias Hypothesis (MBH). In the left subplot, the task-relevant component (shaded part) of the latent
representations consists of Zsa, Zsv and Zg , representing audio-specific, visual-specific decision features and modality-general decisive
features respectively. The corresponding proportions are denoted by α, β, and γ. The right subplot shows a dynamic process of decisive
bias with an increasing training dropout rate. Dropout leads to a consistent modality bias on audio, regardless of the extent of the missing.

2. Dropout-Induced Modality Bias

We investigate the contradictory phenomenon 1 by exam-
ining the character error rate (CER) across five Mandarin
AVSR systems varying training dropout rates (from 0.0 to
0.7) and testing video missing rates (from 0.0 to 1.0). As
shown in Figure 1, two trends are observed: (1) in terms
of absolute CER, the model trained with a higher dropout
rate deteriorate more on no-missing complete multimodal
data and slightly missing video frames, but it performs bet-
ter on severely and entirely missing video frames; and (2)
in term relative performance, the CER degradation curve of
the AVSR model trained with a higher dropout rate tends
to converge to the unimodal ASR recognition curve. We
further ensure whether the similarity of performance degra-
dation curves directly corresponds to the recognition tran-
scription similarity of ASR and AVSR in Figure 2. As we
expected, an increase in training dropout rate leads to higher
transcription similarity between AVSR and ASR across dif-
ferent test settings.

To understand this, we investigate the discrepancy in de-
cisive patterns of ASR and each AVSR. We aim to quan-
tify the divergence between latent decision distributions of
these models by measuring the distance of intermediate rep-
resentation samples. Through random sampling of com-
plete audio-visual data batches, we generate intermediate
layer representations using the encoder of ASR or AVSR
trained at different dropout rates. Figure 3 illustrates co-
sine distance-based similarity matrices for the intermediate
representations between ASR and different AVSR configu-
rations. The diagonal elements in each subplot represent
the similarity between intermediate representations from
the same inputs. Notably, with an increase training dropout
rate, these diagonal lines brighten, signifying a rise in in-
termediate representation similarity. This suggests closer
proximity of the AVSR multimodal distribution in the la-

tent decisive subspace to the unimodal distribution of ASR.
Through the aforementioned three experiments, we have

discovered that increasing the training dropout rate on video
data leads to increased similarity between AVSR and ASR
in the performance degradation curves, recognition results,
and intermediate representation subspace distribution. The
findings reveal the significant impact of dropout in intro-
ducing effectively perturbs the distribution of multimodal
training data. It leads to a shift from multimodal joint distri-
bution to unimodal distribution, resulting in a decision bias
towards audio during the decision-making process, as re-
flected in the output similarity of ASR. We refer to this phe-
nomenon induced by dropout as dropout-induced modality
bias. Although dropout-induced bias enhances the robust-
ness of missing video data to some extent, we emphasize
that it contradicts the primary design of AVSR as a ro-
bust application in noisy environments with supplementary
visual cues. The introduction of artificial noise (padding
frames) in video data induces the model to converge toward
trivial solutions, leading to an excessive dependence on the
audio modality. This over-reliance, in turn, leads to a degra-
dation in performance when presented with complete mul-
timodal input in a noisy environment.

3. Modality Bias Hypothesis (MBH)
In this section, we propose the Modality Bias Hypothesis
(MBH) based on the Modality Bias Venn diagram (MBVD)
to systematically describe the relationship between modal-
ity bias and robustness to missing modality.

Modality Bias Venn Diagram As shown in Figure 4 on
the left, the MBVD depicts the components of the latent
decisive feature of multimodal systems in the form of a
Venn Diagram. It is a variant of the Modality Venn Dia-
gram (MVD) employed in multimodal knowledge distilla-
tion [28]. Without loss of generality, we take AVSR as an
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example and define X a, X v , and Y as the original feature
space of audio, video and label space, respectively. The
decisive feature z, commonly a form of intermediate layer
representation, consists of two modality components za

(blue circles) and zv (green circle). We denote I(·) as mu-
tual information and I(·|·) as conditional mutual informa-
tion. The task-relevant decisive feature zu (I(z, y)) is de-
picted by the shaded region and can be further divided into
three components. zg (I(za, zv, y)) represents modality-
general decisive features, while zsa (I(zu, za|zg)) and zsv

(I(zu, zv|zg)) represent modality-specific decisive features.
We denote their proportions in zu as α, β, and γ, respec-
tively. These features collectively contribute to determining
the final task output ŷ. For AVSR, a higher α represents
a greater decision bias of the model on the audio modal-
ity, focusing more on speech than lip movements. A larger
γ indicates a model’s inclination towards modality synergy
by maximizing the mutual information between modalities
for decision-making, as in some modality-balanced models
[26, 27]. Furthermore, zu is generated by the original fea-
tures xa, xv as g (xa, xv;ϕ), where g(ϕ) can be seen as a
neural network-based transfer such as an encoder with pa-
rameters ϕ. Therefore, the decision process of the multi-
modal system can be decomposed into two steps, following
the Bayesian process: the MBVD hidden decisive feature
generation step and the decision step:

P (y | xa, xv) = P (y | zµ)P (zµ | xa, xv) (1)

Modality Bias Hypothesis Based on MBVD, we give a
systematic description of the relationship between modal-
ity bias and robustness to missing modality in the view
of MBH. As shown in Figure 4 on the right, by applying
dropout with different rates ki ∈ [0, 1] on video training
data, the original video feature space X v can be split into
a series of subsets {X v

k1
,X v

k2
, ...,X v

kn
}. The samples from

space X a × X v
ki

are denoted as dyads
(
xa, xv

ki

)
. Com-

pared to the model trained on complete multimodal datas
(xa, xv

0.0), the model trained on data pairs (xa, xv
θ) with a

video dropout rate θtrain ∈ (0.0, 1.0) exhibits a greater de-
cision bias on audio modality with larger α, smaller β, and
γ. As θ approaches 1.0, the task-relevant decisive feature zu
becomes steadily dominated by the audio-specific decisive
feature za, resulting in a transformation from a bimodal dis-
tribution in the latent representation subspace to a unimodal
one. The decision pattern of the multimodal model shifts
from p(y|zu) to p(y|za).

During the inference stage, these multimodal models
display different modality biases. For the model trained
on complete multimodal data or dropout on audio with a
larger γ, they tend to search general information shared
among modalities. This hypothesis effectively explains
the observed experimental phenomena in previous stud-
ies. For modality-biased models, such as Multimodal Senti-

ment Analysis (MSA) [22] dominated by text, Multimodal
Speech Enhancement (MSE) [29] dominated by audio, as
well as AVSR dominated by audio [21, 23, 30], it has been
observed that applying dropout on the primary modality
helps alleviate modality bias and brings about slight im-
provements when dealing with complete input. On the other
hand, the AVSR model with larger α and smaller γ val-
ues tends to focus more on speech and neglect complemen-
tary information from lip movements. When dealing with
partially or completely missing video data, the model with
larger α shows its robustness, which aligns well with the
aforementioned experimental observations.

4. Multimodal Distribution Approximation
with Knowledge Distillation (MDA-KD)

For the robustness training of modality-bias systems, it is
crucial to avoid dropout-induced modality bias on the pri-
mary modality. Dropout indeed alleviates the OOD prob-
lem to some extent but encourages multimodal models to
pursue trivial solutions at the same time. Ideal robust mul-
timodal models are expected to achieve two goals: (1) learn
to extract mutual information across modalities rather than
relying on a certain modality when facing complete paired
input, and (2) learn to complement information from the
other modality and utilize context information from adja-
cent frames. To prevent excessive modality bias caused
by dropout, we propose a novel Multimodal Distribution
Approximation with Knowledge Distillation (MDA-KD)
framework to constrain the distribution of the multimodal
feature space during the robustness training phase.

Unlike traditional knowledge distillation methods,
firstly, the teacher model is trained on the complete mul-
timodal data pairs, while the student model is trained on
missing video data. The teacher model is relatively unbi-
ased with a higher proportion of modality-general decisive
features zg in the MBVD space. During the training pro-
cess of the student model, the teacher model serves as an
anchor point, preventing the student model from shifting to-
wards a unimodal distribution on the audio modality. Note
that the difference between teacher and student models in
our method is modality bias varies, rather than size, archi-
tecture as in common KD methods [31–34]. Additionally,
distillation occurs at the hidden layer rather than the logis-
tic outputs, aiming to minimize the distances between deci-
sion distribution samples of the teacher and student models
and further constrain the intermediate representation sub-
space distribution of the student model. In practice, we take
the knowledge from the intermediate representation of the
cross-modal encoder layers.

Here, we adopt the symbol definitions from Section 3
and provide a formal description of MDA-KD. For a nat-
urally modal-biased multimodal system, the data samples
from original feature space X a × X v

ki
× Y can be de-

27448



Lip Video Frames Noisy Audio Waveform

Target speaker 

Noise (i.e. TV)
Other speakers

Overlap
Teacher input

Student input
Target 
speaker 

N fusion layers

𝑯𝑯𝑜𝑜

𝑯𝑯𝑖𝑖

B
𝑾𝑾𝐾𝐾,𝑄𝑄,𝑉𝑉

Modality-specific Adapter
(MS-Adapter)

Module with adapter

Data flow when activating adapters

Element-wise summation
CA Cross-attention module

A

Sample Sample

Student AVSR Model 
(Video missing input)

Teacher AVSR Model 
(Complete data input)

Multimodal Distributional Approximation 
with Knowledge Distillation (MDA-KD)

STFT + VGGConv3D + Resnet-18

Transformer Linear Layer 

𝓛𝓛𝑪𝑪𝑪𝑪𝑪𝑪 𝓛𝓛𝑨𝑨𝑨𝑨𝑨𝑨

𝓛𝓛𝑲𝑲𝑲𝑲
Conformer

CA

FFN

CA

Conformer

Conformer

TransformerTransformer

M shared layers

K decoder layers

Skip

Audiovisual Speech Recognition Network Architecture

Dual cross-attention

Figure 5. Overall framework of the proposed AVSR system. We address challenging real-world scenarios involving missing video frames
and noisy speech with an overlap rate exceeding 40% during both the training and testing stages. In MDA-KD, latent knowledge is sampled
from the latent distribution of the teacher model with complete data input. This latent konwledege serves as an anchor point to prevent
dropout-induced modality bias during the robustness training of the student network. For entirely missing video input, the MS-Adapter is
activated to enable a dynamic decision switch.

noted as triples
(
xa, xv

ki
, y
)
. For simplicity, we denote xv

0.0

as xv . The teacher model Te(ϕ) is first trained on com-
plete multimodal data (xa, xv, y) model with parameters
ϕ, and the model’s decision process can be formulated as
Pte (y | xa, xv) in a Bayesian decision problem. We as-
sume that the teacher model is a neural network g (ϕ) and it
is trained by minimizing the following loss function, a form
of multitask learning.

Te(ϕ) = min
ϕ

LMLT (g (x
a, xv;ϕ) , y) , (2)

LMLT(x
a, xv;ϕ) = λ logPCTC(y | xa, xv)

+ (1− λ) logPAtt(yi | xa, xv),
(3)

where the tunable parameter λ ∈ [0, 1] is used to balance
the sequence-level Connectionist Temporal Classification
(CTC) loss and the frame-wise Cross Entropy (CE) loss,
which serve as the standard end-to-end ASR training objec-
tives. During the training of the student model, the dropout
strategy is applied to the secondary modality v, while the
teacher model is frozen with complete multimodal data as
input. It is important to note that the student and teacher
models have the same network architecture. From the per-
spective of MBVD, the whole decision process of the multi-
modal model can be divided into hidden feature generation
step and decision step.

Pst

(
y | xa, xv

ki

)
= Pst (y | zµ)Pst

(
zµ | xa, xv

ki

)
, (4)

Pte (y | xa, xv) = Pte (y | zµ)Pte (z
µ | xa, xv) , (5)

where zµ ∈ Rdµ represents the combined representation
of modality-specific decisive features zsa ∈ Rda, zsv ∈

Rdv , and modality-general decisive features zg ∈ Rdg .
The tuple (zsa, zsv, zg) represents a sample drawn from the
MBVD hidden features space, denoted as Zsa×Zsv ×Zg .

Initialized on the parameter of the teacher model, we in-
troduce an additional loss term to constrain the dynamic
process of the student model’s MBVD feature distribution
in robust training. The distance between batch samples
from the student and the teacher model is used to approxi-
mate the difference of distribution, which serves as a form
of frame-level knowledge distillation.

LKD(x
a, xv, xv

k;ϕte, ϕst) = KL (Ste, Sst) ,

Ste = σT

(
Sample(Pte(z

µ | xa, xv))
)
,

Sst = σT

(
Sample(Pst(z

µ | xa, xv
ki
))
)
,

(6)

where σT (x) denotes the SoftMax function with tem-
perature T and Sample represents the sample function.
This distribution approximation serves two main purposes.
Firstly, during training, when the student network encoun-
ters a missing modality feature xv

ki
, the convergence of the

student’s decisive feature zu = g(xa, xv
ki
;ϕst) towards the

teacher’s decisive feature zu = g(xa, xv;ϕte) encourages
the utilization of contextual information from xv

ki
. Addi-

tionally, with the dual cross-attention design, the process
complements the information extracted from xa, effectively
addressing the condition of missing frames and promoting
out-of-distribution generality. On the other hand, the KD
loss is used to minimize the distance between the distri-
butions of the teacher and student models, preventing the
student model from converging to trivial solutions. Subse-
quently, we train the student model jointly with a weighted
sum of the standard training loss and distillation loss:
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LMLT(x
a, xv, xv

k;ϕte, ϕst) = βLKD(x
a, xv, xv

k;ϕte, ϕst)

+ (1− β)LMLT(x
a, xv

k;ϕst). (7)

5. Modality-Specific Adapter (MS-Adapter)
As illustrated in Figure 4 on the right, when facing severely
or entirely missing video data, we consider it unreliable
to continue employing a synergistic decision-making strat-
egy like MDA-KD with relatively high values of γ and β.
Padding frames lack sufficient contextual information and
may introduce noise. Therefore, in such scenarios, a dy-
namic switch in decision strategy from P (y|zu) to P (y|za)
is necessary as a complement to MDA-KD. In view of the
success of adapters applied in foundation model fine-tuning
[35–38], we attempt to extend it to address the modality
missing issue in multimodal models. For clarity, we refer to
this extension as Modality-Specific Adapter (MS-Adapter).
Specifically, LORA [39] is adopted to self-attention layers
in the audio branch, marked with a dashed box in Figure 5.
These adapters perform residual-style feature blending with
the original pre-trained features. The residual weight could
be represented as low-rank matrices ∆W ∈ Rd×d, and it
could be decomposed into a pair of fan-in and fan-out lin-
ear layers with weights A ∈ Rr×d and B ∈ Rd×r ( r ≪ d ).
The reparametrization operation can be formulated below.

Ho = Hi(W0 +∆W ) = Hi(W0 +BA) (8)

By activating the MS-Adapter, we can dynamically
switch the decision-making pattern by activating the
adapters. We highlight two advantages of the MS-Adapter.
First, a substantial amount of unpaired unimodal training
data and data augmentation techniques could be used in the
training process of the adapters. Second, the adapter train-
ing process provides an opportunity to modify the computa-
tion pathway. As illustrated in Figure 5 with dashed arrows,
in both training and inference stage with audio-only input,
the computation flow of the video branch will be directly
cut off, and the modality fusion cross-attention module will
be skipped to reduce computational costs.

6. Experiment Settings
Dataset We conduct our experiments on MISP2021 [24]
and MISP2022 [40]. These two open-source datasets
present a large-scale audio-visual corpus recorded in real-
life home TV scenarios with multiple groups of speakers
chatting simultaneously. Multiple microphone arrays and
cameras are used to collect far/middle/near-field audio and
far/middle-field video. Compared to the carefully recorded
videos in LRS2 [1] and LRS3 [2] from BBC interviews
and TED talks, MISP datasets offer static shooting perspec-
tives with diverse resolutions, including naturally blurred

and obstructed frames. The videos are accompanied by
various background noises and high speech overlap rates
(42% in training set and 49% in test set). Compared oracle
segment-level AVSR task in MISP201, MISP2022 presents
a more challenging task of session-level AVSR without or-
acle speaker diarization results. To avoid limitations asso-
ciated with noise simulation, all experiments are evaluated
exclusively on far-field data, which aligns well with com-
mon in-car, office meeting, or smart home scenarios.

Implementation Detail We strictly adhere to the ap-
proaches outlined in [18] for model training and network
architectures. We initialize the AVSR model with two pre-
trained unimodal models and fine-tune it in an end-to-end
manner. As shown in Figure 5, the AVSR model is a dual-
branch network where N = 3, M = 9 and K = 6. For
the loss function in Equation 3, we set λ to 0.7 and CTC
loss consists of the same weighted intermediate CTC [41]
losses in 3, 6, 9, 12 layers. In Equation 4, we use 0.1 for
β. We follow [18] to establish two baselines A0 and AV0
trained on complete modality data with dropout techniques.
AV0 is fine-tuned based on A0 and a pre-trained ResNet-18
encoder with a 3D-CNN head. 3

Dropout Settings Similar to [19], we evaluate the robust-
ness to missing video modality with various dropout meth-
ods and rates: Segment Dropout, Utterance Dropout, and
Interval Dropout. Testing involves dropout rates from 0.0 to
1.0 in 0.25 intervals. Results from the three dropout meth-
ods are averaged at each rate to obtain overall dropout re-
sults. When conducting ablation studies, segments with nat-
urally missing video frames (17%) are excluded from the
test set, ensuring a consistent and controlled video missing
rate. In our method, during training, A certain proportion
of sample is assigned a random dropout method from the
above three methods and an extra one from [21] with an
optimized dropout rate. In both training and testing stages,
we pad the missing video frame pixels with zeros instead
of using interpolation or repetition methods. We conduct a
hyper-parameter search over the training dropout rate and
found that 0.5 is optimal for our method (when Dprod is
0.5). This rate implies that half of the video frames in a
selected sample are padded with zeros. 3

7. Experiments and Result Analysis
7.1. Overall Comparison of Experiment Settings

In Table 1, we conduct key parameter analysis and abolation
study of the proposed methods on the MISP2022 dataset
with oracle speaker diarization results. We first explore
the impact of dropout probability in training videos. In
contrast to AV1, AV2 introduces half of the complete data
pairs. As a result, it mitigates dropout-induced modality

3More details can be found in Appendix.
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Model Training setttings Test dropout rate
Dropout Dprob Init. MDA-KD MS-Adapter 0.00 0.25 0.50 0.75 1.00

A0 ✗ 0.0 Random ✗ ✗ 25.13 25.13 25.13 25.13 25.13
AV0 ✗ 0.0 A0 ✗ ✗ 21.14 23.77 25.57 25.87 26.65
AV1 ✔ 1.0 A0 ✗ ✗ 23.26 23.68 24.27 24.95 25.91
AV2 ✔ 0.5 A0 ✗ ✗ 21.72 22.56 23.37 24.46 25.64
AV3 ✔ 0.5 AV0 ✗ ✗ 21.53 22.47 23.65 24.55 25.90
AV4 ✔ 0.5 AV0 ✔✗ ✗ 21.38 22.18 23.20 24.40 25.70
AV5 ✔ 0.5 AV0 ✔ ✗ 21.11 21.77 22.78 24.02 25.45
AV6 ✔ 0.5 AV0 ✔ ✔ 21.11 21.77 22.78 24.02 24.94

Table 1. An overall comparison in CER (%) of different system configurations. Different from the dropout rate, Dprob represents the
proportion of data with missing frames in the training set. Init. refers to the network initialization method.

Insert part Rank DA Params(MB) CER(%)
Encoder 32 ✗ 4.50 25.35
Encoder 32 ✔ 4.50 25.08
En&Decoder 32 ✔ 9.00 25.20
Encoder 64 ✔ 9.00 25.08
En&Decoder 64 ✔ 18.00 25.05
Encoder 128 ✔ 18.00 25.01
En&Decoder 128 ✔ 36.00 24.94

Table 2. Performance analysis of MS-Adapter. DA means data
augmentation, including speed perturbation and utterance concat.

bias to some extent, since a higher proportion of complete
data tend to encourages the model to learn general infor-
mation across modalities. This finding aligns with previ-
ous research [19], highlighting the superiority of utterance
dropout over random frame dropout (the former means a
larger Dprob). Next, AV3 is trained based on AV0, which
means the subsequent optimized processing starts from a
relatively stable convergence state with complete input. In
the robust training stage, the balanced state tends to be dis-
rupted when trained on incomplete modality pairs, search-
ing for a new optimization coverage range. However, when
trained on complete data pairs, the scenario is reversed.
Thus, while AV3 outperforms AV2 with low test missing
rates, it lags behind when facing severe video absence, il-
lustrating a tug-of-war dynamic without clear guidance.

Next, we validate the effectiveness of MDA-KD. Com-
pared with AV3, AV5 demonstrates superior performance
for both complete and missing video modality inputs. AV4
successfully achieves our goal of enhancing robustness
without any performance degradation on complete input
(21.11% vs. 21.14%). This implies that the teacher model
AV0 provides an explicitly optimized target in robustness
training. It effectively constrains the distribution shift to the
audio modality, preventing excessive modality bias caused
by dropout. Furthermore, in AV4, we restrict the flow
of audio data into the video branch within the dual cross-
attention module. Consequently, a performance drop is ob-
served across all test suites, highlighting the effectiveness
of MDA-KD in leveraging the dual cross-attention mod-

Method Test dropout rate
0.00 0.25 0.50 0.75 1.00

Cascade Utt [19] 22.54 23.89 25.23 26.05 28.15
AV Dropout Utt [21] 22.00 23.37 25.35 26.21 26.78
Dropout Utt [20] 22.08 23.21 24.56 25.08 25.46
Ours 21.11 21.77 22.78 24.02 24.94

Table 3. A CER(%) comparison with other dropout methods.

ule to extract modality-general information from audio for
complementing missing information. Subsequently, we in-
tegrate MS-Adapters into the audio branch in AV6 based on
AV5. Consequently, the performance with audio-only input
improves to a 24.94% CER, surpassing A0 for the first time
(24.94% vs. 25.13%). These results show the effectiveness
of MS-Adapters by dynamically switching to the decision
patterns on audio modality with audio-only input.

7.2. Validation of MS-Adapter

We further explore three key factors in MS-Adapter adapta-
tion: data augmentation, insert part and rank dimension. In
Table 2, we observe a decrease in CER from 25.45% (AV4)
to 25.35%, and it further improves to 25.08% with data aug-
mentation doubling audio training data. These results sug-
gest that the adapter adaptation effectively enhances the ro-
bustness of AVSR with completely missing video, requir-
ing only an additional 4.50MB in parameters. It provides
an opportunity to apply data augmentation that is effective
for unimodal model training and to use extra unpaired data.
Next, increasing the ranks and the quantity of adapters re-
sults in further performance gains at the expense of a larger
parameter. The best performance, achieving 24.94%, is
shown in the bottom row and attained with the adapter in-
serted in both encoder and decoder blocks.

7.3. Comparisons with Other Dropout Techniques

As shown in Table 3, we compare our proposed framework
with three widely used dropout techniques [19–21]. Cas-
cade Utt employs a separable cascade structure, where an
AV model is superimposed on an audio-only model. In-
puts are then routed through either the audio-only path or
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Benchmark System Training Data Backbone Obj. Function CER / cpCER(%)A V

MISP2021

SJTU [42] 300 hours LRW-1000 Conformer ED + SE 34.02
NIO [43] 3300 hours LRW-1000 [4] Transformer ED 25.07
USTC [18] 500 hours w/o extra data Conformer ED 24.58
Ours 1000 hours w/o extra data Conformer ED + InterCTC 21.53

MISP2022

NIO [44] 3300 hours LRW-1000 Conformer ED 29.58
XMU [45] 2100 hours LRW-1000 Conformer ED + InterCTC 31.88
NPU [46] 1300 hours w/o extra data E-Branchformer ED + InterCTC 29.13
Ours 1000 hours w/o extra data Conformer ED + InterCTC 28.06

Table 4. A Comparison of the state-of-the-art systems. InterCTC refers to Intermediate CTC loss [41], the ED loss is formulated in
Equation (3) and SE represents the mean square error loss. We use evaluate the performance using the concatenated minimum-permutation
character error rate (cpCER) [47] metric for the session-level AVSR task.

the AV path with a probability of p1. AV Dropout Utt ran-
domly drops either the entire video or the entire audio seg-
ments with a probability of p2. Dropout Utt exclusively
drops the video segments with a probability of p3. We adopt
the optimal dropout settings from [19], where p1 = 0.25,
p2 = 0.25, and p3 = 0.5. For Cascade Utt, we follow
[19] to build the network and maintain comparable param-
eters numbers. As a result, our proposed methods outper-
forms the other three techniques in all test suites and does
not cause performance degradation.

7.4. Comparisons with State-of-the-art Systems

Finally, we compare our system with the state-of-the-art
systems on the MISP2021 and MISP2022 challenges[18,
42–45, 48] as shown in Table 4. With Recognizer Out-
put Voting Error Reduction (ROVER) [49], we rescore the
output transcripts of A0, AV0, and A6 mentioned in Ta-
ble 1. In the MISP2021 utterance-level AVSR challenge
with oracle speaker diarization results, our system outper-
forms the previous SOTA system by achieving an absolute
CER reduction of 3.05% from 24.58% to 21.53%. Our top-
performing system, AV6, attains a CER of 22.13%. Moving
to the MISP2022 session-level AVSR challenge, we build
our diarization system closely adhering to [50]. We secure
a ROVER cpCER score of 28.06% and obtain the best sys-
tem score with a cpCER of 28.55%. When oracle segmenta-
tions are utilized, our system achieves a ROVER CER score
of 21.80% and the best model score of 21.53% in CER.

8. Related Works
Modality Missing in Multimodal Learning The preva-
lent issue of missing modalities in multimodal applica-
tions has prompted research that specifically targets severe
modality absences. Generative models [51, 52] and meta-
learning predict missing modalities using available or few-
shot paired samples. Balanced models utilize joint multi-
modal representations [53–55]. Models addressing modal-
ity bias employ data augmentation methods like modality
dropout [19, 22] to tackle out-of-distribution challenges.

For AVSR, we prioritize efficiency and opt for dropout due
to its plug-and-play nature and lightweight implementation.
More discussion could be found in Appendix.
Video Modality Robustness in AVSR To enhance per-
formance on low-resolution videos, visual extractors are
commonly pre-trained on relatively high-quality videos
with isolated words [5] or acoustic pseudo-labeling clas-
sification tasks [18]. Addressing situations involving cor-
ruption, Hong et al. [17] have designed an explicit scor-
ing module to identify reliable streams and effectively
manage input scenarios. Regarding the issue of missing
video frames, most researchers have applied dropout tech-
niques to enhance missing robustness [19–23]. In classi-
cal dropout methods, frame level dropout is utilized in [23]
and utterance-level dropout is applied in AV-Hubert [21].
As a recent work focusing on this issue, Chang et al. [19]
unify test suites of missing videos. However, the proposed
binary evaluation metric overly emphasizes relative robust-
ness trends, neglecting absolute performance. Compared to
the methods mentioned earlier, we explore the problem of
missing video frames from the perspective of modality bias.
Leveraging classical techniques and simple designs, our ap-
proach achieves both performance and robustness without
introducing additional inference time. It adapts to various
scenarios of frame absence through a unified model.

9. Conclusion
In this work, we discover and analyze the essence of
dropout-induced modality bias. Based on these findings,
we proposed MBH to provide a systematic description of
the relationship between modality bias and missing robust-
ness in multimodal systems. Consequently, we propose
a new multimodal distribution approximation with knowl-
edge distillation approach to deal with missing video frames
for AVSR. Furthermore, we apply adapters to handle videos
with both severe and complete missing rates. For future
work, we intend to validate our findings in this study across
a wide range of multimodal applications beyond AVSR.
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