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Abstract

When building classification systems with demographic
fairness considerations, there are two objectives to satisfy:
1) maximizing utility for the specific task and 2) ensuring
fairness w.r.t. a known demographic attribute. These ob-
jectives often compete, so optimizing both can lead to a
trade-off between utility and fairness. While existing works
acknowledge the trade-offs and study their limits, two ques-
tions remain unanswered: 1) What are the optimal trade-
offs between utility and fairness? and 2) How can we nu-
merically quantify these trade-offs from data for a desired
prediction task and demographic attribute of interest? This
paper addresses these questions. We introduce two utility-
fairness trade-offs: the Data-Space and Label-Space Trade-
off. The trade-offs reveal three regions within the utility-
fairness plane, delineating what is fully and partially pos-
sible and impossible. We propose U-FaTE, a method to nu-
merically quantify the trade-offs for a given prediction task
and group fairness definition from data samples. Based on
the trade-offs, we introduce a new scheme for evaluating
representations. An extensive evaluation of fair representa-
tion learning methods and representations from over 1000
pre-trained models revealed that most current approaches
are far from the estimated and achievable fairness-utility
trade-offs across multiple datasets and prediction tasks.

1. Introduction
As learning-based systems are increasingly being deployed
in high-stakes applications, there is a dire need to ensure
that they do not propagate or amplify any discriminative
tendencies inherent in the training datasets. An ideal so-
lution would impart fairness to prediction models while re-
taining the performance of the same model when learned
without fairness considerations.

Realizing this goal necessitates optimizing two objec-
tives: maximizing utility in predicting a label Y for a tar-
get task (e.g., face identity) while minimizing the unfair-
ness w.r.t. a demographic attribute S (e.g., age or gender).
However, when the statistical dependence between Y and S
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Figure 1. The utility-fairness trade-offs. (a) Classification sys-
tems can be evaluated by their utility (e.g., accuracy) w.r.t. a target
label Y and their unfairness w.r.t. a demographic label S. We
introduce two trade-offs, Data Space Trade-Off (DST) and Label
Space Trade-Off (LST). (b) We empirically estimate DST and LST
on CelebA and evaluate the utility (high cheekbones) and fairness
(gender & age) of over 100 zero-shot and 900 supervised models.

is not negligible, learning with fairness considerations will
necessarily degrade the performance of the target predictor,
i.e., a trade-off will exist between utility and fairness.

The existence of a utility-fairness trade-off has been well
established, theoretically [11, 22, 29, 36, 37] and empir-
ically [29], in multiple prior works. However, the focus
of this body of work has been limited in multiple respects.
First, prior work [29, 36] focused on just one type of trade-
off, ignoring other possible trade-offs between utility and
fairness. Second, prior work [36, 37] focused on establish-
ing bounds or identifying the end-points of the trade-off of
interest rather than attempting its precise characterization.
Third, the majority of the prior work [11, 29, 36, 37] has
investigated the utility-fairness trade-offs for one definition
of group fairness, namely, demographic parity (DP). There
are multiple fairness definitions [2], including those more
practically relevant than DP, such as Equalized Opportunity
(EO), for which the trade-offs have not been studied.

Despite these attempts, several questions related to the
utility-fairness trade-offs remain outstanding.

1. What are the optimal utility-fairness trade-offs?
2. For a given prediction task and a demographic at-

tribute, we wish to be fair w.r.t., how can we empiri-
cally estimate the trade-offs from data?

This CVPR paper is the Open Access version, provided by the Computer Vision Foundation.
Except for this watermark, it is identical to the accepted version;

the final published version of the proceedings is available on IEEE Xplore.
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Addressing these questions by identifying and quan-
tifying the trade-offs is the primary goal of this paper.
The trade-offs are a function of the data triplet (X,Y, S),
where X is the data (e.g., images), Y is the target label,
and S is the sensitive demographic label. Figure 1 illus-
trates the plausible trade-offs, their empirical estimation on
CelebA [19], and their utility in empirically evaluating rep-
resentations from pre-trained models.

Identifying Trade-Offs (§3). We identify two trade-offs:
the Label-Space Trade-Off (LST) and Data-Space Trade-
Off (DST). They can be defined for any group fairness def-
initions that can be expressed via independence and sepa-
ration relations [2]. The LST corresponds to the trade-off
obtained by an oracle fair classifier that depends only on
the distributions of Y and S. Similarly, DST is the trade-
off obtained by an optimally learned fair classifier and de-
pends on (X,Y, S). By definition, LST necessarily domi-
nates DST since it does not depend on the data X .

The trade-offs divide the utility-fairness plane into three
regions shown in Fig. 1a. A possible region that can be
attained by algorithms learned on the given data, a possible
with extra data region that can be attained by learning on
data beyond the given data, and an impossible region that
cannot be attained by any algorithmic scheme due to the
inherent dependence between the distributions of Y and S.

Quantifying Trade-Offs (§4). Characterizing the exact
trade-offs from data for a given task, demographic attribute,
and fairness definition affords multiple benefits. It will al-
low researchers and practitioners to identify the achievable
solution space for the task, evaluate how far a given predic-
tor is from the optimal solution, and identify performance
gaps and trends among existing solutions. To this end, we
propose U-FaTE (Utility-Fairness Trade-Off Estimator), a
method for quantifying the trade-offs from data triplets nu-
merically. U-FaTE is an end-to-end model that adopts a
statistical dependence measure as a proxy for utility and
fairness and optimizes their weighted linear combination.
U-FaTE can be flexibly adapted to estimate both the DST
and LST from a finite labeled dataset.

Usefulness of Trade-Offs (§5). The trade-offs illuminate
the fundamental limits of learning algorithms in mitigating
unfairness and present a new avenue to evaluate a given
image representation in terms of its distance from the es-
timated trade-offs. We adopt this scheme to evaluate the
representations of over 900 supervised and 100 zero-shot
publicly available pre-trained models, derive insights, and
identify trends and models that are close and far from the
empirical trade-off estimates (§6).

Notation: We denote scalars using lowercase letters, e.g., d
and λ. We denote deterministic vectors by boldface lower-
case letters, e.g., x, y. Both scalar-valued and multidimen-
sional random variables (RV)s are denoted by regular upper

case letters, e.g., X , Y . We denote deterministic matrices
by boldface upper case letters, e.g., K, Θ. Finite or infinite
sets are denoted by calligraphic letters, e.g., A, H.

2. Related Works

A vast majority of prior work on designing fair classi-
fiers focused primarily on uncovering disparities in prac-
tical tasks [5, 31] and learning a fair predictor [20, 32, 35]
for a given fairness measure. An extended discussion of this
body of work can be found in the supplementary material.

Utility-Fairness Trade-Offs: Many attempts on learning
fair models [10, 20, 31, 32] ignored the existence of trade-
offs. They sought to maximize accuracy on target tasks
while minimizing unfairness, thus perhaps seeking an infea-
sible solution. Most studies on utility-fairness trade-offs are
theoretical and under restricted settings in terms of the type
of labels, notion of fairness, and bounds or extreme limits of
trade-offs. For example, Zhao et al. [38] obtained a lower
bound on DST when both Y and S are binary labels. Mc-
Namara et al. [21] provided both upper and lower bounds
for binary labels. Only a couple of attempts [27, 29] have
been made to numerically estimate utility-fairness trade-
offs for independence related-based measures like demo-
graphic parity, both of them on features from pre-trained
models, rather than raw data. Sadeghi et al. [27] obtained
a simplified version of DST, but for linear models. Later
on, in the context of invariant representation learning, this
was extended to estimate a near-optimal DST-like trade-off
called TOpt in [29]. But as we demonstrate in §6.2, the esti-
mate of TOpt called K-TOpt does not span the entire trade-off.

In contrast to this body of work, we identify two types
of trade-offs, DST and LST, and propose a method to nu-
merically quantify them from data. Our trade-offs and their
empirical estimates apply to a wide range of prediction tasks
for two different categories of fairness notions without any
restrictions on the type of labels.

Learning Fair Classifiers: Over the last decade, many
methods have been developed for learning fair classi-
fiers. These approaches follow the template of adopt-
ing a fairness constraint as a regularizer in addition to
the objective for the target task. The approaches dif-
fer in the choice of measure as a proxy for quantifying
the level of unfairness between the target label Y and
the prediction Ŷ , and the associated optimization tech-
nique. From an optimization perspective, they can be clas-
sified into three major categories–i.e., iterative adversar-
ial methods (ARL[34], SARL[27], and MaxEnt-ARL[26]),
non-iterative adversarial methods (FairHSIC [23], OptNet-
ARL [28]), and closed-form solver methods (SARL [27],
K-TOpt [29], LEACE [3], FairerCLIP [7]). Among these,
ARL, SARL, MaxEnt-ARL, and OptNet-ARL measure
mean dependence [1, 12], FairHSIC, FairerCLIP and K-TOpt
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measure full statistical dependence, i.e., all modes of depen-
dence, and SARL and LEACE measures linear dependence.

U-FaTE draws inspiration from K-TOpt [29]. By using
a closed-form solver and a universal dependence measure
that captures all non-linear dependencies, K-TOpt achieves
a better utility-fairness trade-off and is more stable than
the other fair learning methods discussed above. How-
ever, K-TOpt is limited in multiple respects and cannot be
directly employed for estimating the trade-offs. 1) It op-
erates on features and does not generalize to learning di-
rectly from high-dimensional raw data representations such
as pixels for images. 2) K-TOpt optimizes an unconditional
dependence measure, which limits its applicability to in-
dependence relation-based fairness definitions such as de-
mographic parity. 3) As we demonstrate in §6.2, for de-
mographic parity, K-TOpt’s trade-off is the closest to our
DST estimate, but it does not span the entire utility-fairness
trade-off front. Therefore, we adopt the positive aspects of
K-TOpt, namely universal dependence measure and closed-
form solver, into U-FaTE and overcome its drawbacks.

3. The Utility-Fairness Trade-Offs

Fairness Notions: Group fairness notions are typically cat-
egorized into three classes [2], namely independence, sepa-
ration, and sufficiency, each corresponding to different so-
cietal desiderata. We focus on the idependence and sepa-
ration relations, which can be expressed as independence
(Ŷ ⊥⊥ S) and conditional independence (Ŷ ⊥⊥ S|Y = y)
relations, respectively.

We consider frequently used fairness criteria including
Demographic Parity (DP) [17] which is an example of an in-
dependence relation, and Equalized Opportunity (EO) [14],
and Equality of Odds (EOO) [14] which are both exam-
ples of separation relations. The corresponding unfair-
ness metrics are Demographic Parity Violation DPV :=
|P (Ŷ = 1|S = 0) − P (Ŷ = 1|S = 1)|, Equalized Op-
portunity Difference EOD := |P (Ŷ = 1|Y = 1, S =
0) − P (Ŷ = 1|Y = 1, S = 1)|, and Equality of Odds Dif-
ference EOOD := 1

2

∑
y∈{0,1} |P (Ŷ = 1|Y = y, S =

0)− P (Ŷ = 1|Y = y, S = 1)|, respectively.
We now introduce the Data-Space Trade-Off and the

Label-Space Trade-Off. In both, we employ a dependence
measure Dep(·, ·|·) to enforce the independence and sepa-
ration based fairness constraints. The function Dep(·, ·|·) ≥
0 is a parametric or non-parametric measure of statistical
dependence. Dep(P,Q|R = r) = 0 implies that condi-
tioned on R = r, the random variables (RVs) P and Q
are independent. Dep(P,Q|R = r) > 0 means that con-
ditioned on R = r, P , and Q are dependent, with larger
values indicating larger degrees of dependence. When r is
the empty set ∅, we assume that Dep(P,Q|R = ∅) simply
reduces to the unconditional dependence Dep(P,Q).

Definition 1. Data Space Trade-Off (DST)

fDST
λ := arg inf

f∈HX

{
(1− λ) inf

gY ∈HY

EX,Y [LY (gY (f(X)) , Y )]

+λDep
(
f(X), S|Y = y

)}
, 0 ≤ λ < 1

Here f is the encoder that maps data X to a representation
Z, and g is a classifier that predicts Ŷ from Z. HX and HY

are the hypothesis classes of functions for f and g respec-
tively. LY (·, ·) is the loss function corresponding to the util-
ity, and λ controls the trade-off between utility and fairness,
i.e., λ = 0 corresponds to ignoring the fairness constraint
and only optimizing the utility, while, λ → 1 corresponds
to the total fairness. The outcome fDST

λ corresponds to the
encoder for a given value of λ. This definition corresponds
to the DST curve in Fig. 1a, where the utility-fairness plane
below the DST corresponds to the region achievable by al-
gorithms designed for this prediction task that learn from
the data triplet (X,Y, S) ∼ p(X,Y, S).

Definition 2. Label Space Trade-Off (LST)

ZLST
λ := arg inf

Z∈L2

{
(1− λ) inf

gY ∈HY

EY

[
LY

(
gY (Z), Y

)]
+λDep

(
Z, S|Y = y

)}
, 0 ≤ λ < 1

Here L2 is the space of all square-integrable RVs
(
i.e.

EZ

[
∥Z∥2

]
< ∞

)
in the probability space generated by

the joint RV (Y, S). LST corresponds to the trade-off from
an ideal representation space ZLST

λ that is not constrained
to be learned from the input data X . It is the trade-off inher-
ent to the task itself and is the best that any algorithm can
hope to achieve for this task. Therefore, it necessarily dom-
inates (or is equal to) DST in Definition 1. This definition
corresponds to the LST curve in Fig. 1a, where the utility-
fairness plane above the LST corresponds to the region that
any algorithm cannot achieve.

We stress that the above trade-offs are intrinsic to the un-
derlying data, specifically the underlying distributions that
generated that data. So, the trade-offs are a property of the
data, not of any particular learning algorithm.

The LST and DST Divide: As illustrated by the yellow
region in Fig. 1a, there is a potential gap between LST and
DST. This gap at λ = 0 stems from the irreducible error
from the prediction E[Y |X] of a Bayes Classifier, or when
Y is fully recoverable from X . And, when λ > 0, the gap
between LST and DST widens in two scenarios: 1) Y ̸⊥⊥ S:
The model starts discarding S from the representation Z,
which will lead to Y being even less recoverable from X
compared to λ = 0. and 2) Y ⊥⊥ S: If X entangles Y and
S in such a way that Y is not recoverable from X when S
is discarded, it will lead to Y being even less recoverable
from X compared to λ = 0.

12039



Input

Feature
Extractor
ΘFE

U-FaTE

f(.;Θ∗
Enc)

Fair Encoder

Z

Classifier

Ŷ

X̃

Dep(f(X̃;Θ), Y ) Dep(f(X̃;Θ), S)

Closed-Form Solver

Θ∗
Enc

Trainable Params
Feature Space
↓
↑

Figure 2. Overview of U-FaTE: (Left) It comprises two components, a feature extractor and a fair encoder, that are trained end-to-end.
Once U-FaTE is trained, the MLP classifier is trained to predict Y from which fairness metrics can be computed. (Right) The fair encoder
parameters are optimized through a closed-form solver operating on the features from the feature extractor. See text for more details.

4. Numerically Quantifying the Trade-Offs
Now, we turn to the second goal of this paper, numerically
quantifying the trade-offs from data. Fig. 2 shows a high-
level overview of U-FaTE to learn a fair representation for
a given trade-off parameter λ. U-FaTE comprises a feature
extractor and a fair encoder. It receives raw data as input
and uses a feature extractor to provide features for the fair
encoder. The encoder uses the extracted features and em-
ploys a closed-form solver to find the optimum function that
maps these features to a new feature space that minimizes
the dependency on the sensitive attribute while maximizing
the dependency on the target attribute. Following this, to
predict the target Y , a classifier is trained with the standard
cross-entropy loss for classification problems. This process
is repeated for multiple values of λ with 0 ≤ λ < 1 to
obtain the full trade-off curves.

4.1. Problem Setup

We start from Definition 1 and model the function f as
a composition fFE ◦ fEnc of the feature extractor and a
fair encoder i.e., f(X;Θ) = fEnc(fFE(X;ΘFE);ΘEnc).
We parameterize f with Θ = [ΘFE ;ΘEnc] where ΘFE

are the parameters of fFE and ΘEnc are the parameters of
fEnc. The objective function in Definition 1 is now

min
Θ

{
(1− λ) inf

ΘY

EX,Y [LY (gY (f(X;Θ);ΘY ) , Y )]

+λDep (f (Xc;Θ) , Sc)
}
, 0 ≤ λ < 1. (1)

where Dep (f (Xc;Θ) , Sc) is equivalent to the term
Dep(f(X), S|Y = y) in Definition 1 when Y is not a
continuous label. In this case, Xc ∼ P (X|Y = y) and
Sc ∼ P (S|Y = y) are the random variables that repre-
sent the data and sensitive attribute conditioned on Y = y,
respectively. The fair representation is Z = f(X;Θ).

4.2. Optimization via Dependence Measures

The formulation in (1) can be directly optimized for an ap-
propriate choice of dependence measure. Different choices
of Dep lead to different fair representation learning meth-
ods. For instance, measuring Dep through an adversary

leads to the class of adversarial representation learning
(ARL) methods [26–28, 34]. Similarly, employing the
Hilbert Schmidt Independence Criterion (HSIC) [13] as
Dep leads to FairHSIC [23]. However, due to challenges in
optimization [26–28] and as we demonstrate in §6.2, these
approaches are either very unstable, fail to span the trade-
off or lead to sub-optimal trade-offs.

Recently, Sadeghi et al. [29] demonstrated that adopting
an HSIC-like dependence measure for the fairness objective
and the target loss leads to a closed-form solution that is
both efficient and effective at finding a near-optimal trade-
off. Therefore, we incorporate the HSIC-like dependence
measure and the closed-form solver into U-FaTE. Thus (1)
can be expressed as,

sup
f∈Ar

{
(1− λ)Dep (f(X;Θ), Y )

−λDep (f(Xc;Θ), Sc)
}
, (2)

where Ar is a function space that encourages the represen-
tations to be uncorrelated. It does not affect the optimality
of the learned encoder [29] and improves the compactness
of representation [4]. Note that while the first term involves
all data X , the second involves the conditional data Xc.

Choice of Dependence Measure: We adapt the depen-
dence measure from [29] since it lends itself to a closed-
form solution while capturing linear and non-linear depen-
dencies under mild assumptions. While the dependence
measure in [29] has been defined for absolute independence,
our formulation in (2) also requires conditional indepen-
dence to be compatible with separation based fairness def-
initions. Therefore, when Y is not a continuous label, we
define the conditional dependence measure as,

Dep(f(X), S|Y = y) :=
r∑

j=1

∑
βS∈US

E [(fj(Xc)− Efj(Xc)) (βS(Sc)− EβS(Sc))]

(3)
where US is a countable orthonormal basis set for the sep-
arable universal RKHS HS and Xc ∼ P (X|Y = y) and
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Sc ∼ P (S|Y = y) are data and sensitive attributes, respec-
tively. Empirically it can be estimated as,

Dep(f(X), S|Y = y) :=
1

n2
∥ΘKXcHLSc∥

2
F , (4)

where n is the number of data samples, KXc
∈ Rn×n

is the Gram matrix corresponding to HX , Θ is the en-
coder parameter in f(X) = Θ[kX1

, kX2
, · · · , kXn

]T , H =
In − 1

n1n1
T
n is the centering matrix, and LSc

is a full
column-rank matrix such that LScL

T
Sc

= KSc (Cholesky
factorization).

4.3. A Solution to the Optimization Problem

Closed-Form Solver via Functions in RKHSs: Directly
solving for all the parameters Θ through (2) and (4) leads
to abysmal performance in practice since the kernel KX

has to be computed over the raw data space. Therefore,
we instead define the fair encoder on the co-domain of the
feature extractor f(·;ΘFE). So, in this case, (2) reduces to,

sup
fEnc∈Ar

{
(1− λ)Dep

(
fEnc(X̃;ΘEnc), Y

)
−λDep

(
fEnc(X̃c;ΘEnc), Sc

)}
, (5)

where X̃ = f(X;ΘFE), and the first and second terms
are 1

n2 ∥ΘEncKX̃HLY ∥2F and 1
n2

∥∥ΘEncKX̃c
HLSc

∥∥2
F

,
respectively. The parameters ΘEnc can now be solved ex-
actly via a closed-form solution:

Theorem 1. A global optimizer of (5) is

f opt
HX̃

(X̃;ΘEnc) = Θopt
Enc

[
kX̃(x̃1, X̃), · · · , kX̃(x̃n, X̃)

]T
where Θopt

Enc = UTL†
X̃

∈ Rr×n and the columns of U are
eigenvectors corresponding to the r largest eigenvalues of
the following generalized eigenvalue problem.(
(1− λ)LT

X̃
HKY HLX̃ − λLT

X̃c
HKScHLX̃c

)
u

= λ

(
1

n
LT

X̃
HLX̃ + γI

)
u. (6)

Here LX̃LT
X̃

= KX̃ , X̃c ∼ p(X̃|Y = y) and Sc ∼
p(S|Y = y).

Proof. The objective in (5) reduces to a generalized eigen-
value problem [18] by expressing it as a trace optimization
problem. See supplementary for detailed proof.

While this is a general solution to (5), the solution for
each group fairness case is detailed in the supplementary.
Alternating Optimization: Now we present our full algo-
rithm to optimize (2). We adopt standard minibatch to learn

the feature encoder’s parameters ΘFE and the closed-form
solver for the fair encoder parameters ΘEnc. We optimize
them alternatively where in each iteration, we update ΘEnc

while freezing ΘFE and vice-versa. Specifically, to opti-
mize the fair encoder’s parameters ΘEnc, we extract fea-
tures from the data using the frozen feature extractor and
use the closed-form solution in (5) to update ΘEnc. Then,
we update the feature extractor’s parameters ΘFE through
minibatch SGD in (2) while freezing the encoder parame-
ters. We repeat this process for every minibatch iteration.
More details and an illustration of this alternating algorithm
can be found in the supplementary material.

4.4. Numerically Estimating the LST

The Label Space Trade-off (LST) arises when the represen-
tation Z is not restricted to be a function of X . Following
the discussion in the previous subsection, this trade-off can
be formulated as,

sup
Z∈L2

r

{
(1− λ)Dep

(
Z, Y

)
− λDep

(
Z, S|Y = y

)}
, (7)

where L2
r is the space of all RVs of dimension r with finite

variance, i.e., EZ

[∥∥Z − E[Z]
∥∥2 < ∞

]
. From (7), observe

that the optimal Z is a function of pY,S only. Therefore,
instead of directly optimizing Z over L2

r , equivalently, we
optimize for ΘFE and ΘEnc as

max
ΘFE ,ΘEnc

{
(1− λ)Dep (f (Y, S;ΘFE ,ΘEnc) , Y )

+λDep (f (Y, S;ΘFE ,ΘEnc) , S|Y = y)
}
. (8)

Here f is a function of the labels Y and S, i.e., the model
takes as input Y and S and seeks to remove the information
corresponding to S, including that present in Y . In practice,
to improve the stability of the optimization and facilitate
learning, in addition to Y and S, we also use X .

5. Scheme for Evaluating Representations
The primary utility of the trade-offs is in illuminating the
fundamental limits of learning algorithms in mitigating un-
fairness and evaluating the effectiveness of learned repre-
sentations w.r.t. utility and fairness. This includes represen-
tations that provide a single solution in the utility-fairness
plane and multiple solutions that span the trade-off between
utility and fairness. Fairness evaluations in prior literature
focused primarily on relative comparisons of the models
to each other. Such a comparison, however, precludes an
understanding of how far the solution is from the inherent
limits of the task. Elucidating and numerically quantifying
the inherent trade-offs facilitates such an understanding and
drives further algorithmic development.

A standard way to evaluate bi-objective solutions is to
plot them on a 2-D plane, identify non-dominated solutions,
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Figure 3. Evaluating Fair Representation Learning Methods: Accuracy versus fairness trade-offs on CelebA (a)-(c) and FolkTable
(d)-(f). (a) and (d) show the trade-off for Equalized Opportunity as the fairness constraint. (b) and (e) show the trade-off for Equality
of Odds as the fairness constraint, and (c) and (f) show the trade-off for Demographic Parity as the fairness constraint. The solid lines
represent the mean accuracy at a given fairness value, and the shaded region shows the uncertainty of the trade-off. Both DST and LST
estimates from U-FaTE are stable. Among the FRL methods, K-TOpt is closest to the DST, while ARL has the most variance.

or compare their dominance w.r.t. each other. More details
can be found in the supplementary material.

6. Experimental Evaluation
We designed experiments to answer the following:
1. How far are existing supervised fair representation learn-

ing methods from the two trade-offs? (§6.2)
2. How far are zero-shot representations from the two

trade-offs? What is the effect of network architecture
and pre-training dataset? (§6.3)

3. How far are pre-trained image representations trained in
a supervised fashion from the two trade-offs? (§6.4)

6.1. Experimental Setup

Datasets: We estimate the trade-offs through U-FaTE on
an assortment of datasets. 1) CelebA [19] consists of more
than 200K face images of celebrities in the wild annotated
with 40 binary attributes. 2) FairFace [16] consists of face
images from 7 different race groups labeled with race, sex,
and age groups. 3) FolkTables [8] is a tabular dataset of
individuals from fifty states derived from the US Census.

For experiments on CelebA, the target attribute is high
cheekbones, and the sensitive attribute is a combination of
sex and age for a total of four classes (young woman, young
man, old woman, and old man). For experiments on the
FairFace dataset, sex (binary) is the target attribute with
race (7 groups: East Asian, White, Black, Indian, Latino,
South Asian, and Middle Eastern) being the sensitive at-
tribute. For the FolkTables dataset, we consider data from
Washington State and choose employment status (binary)
and age (discrete value between 1 and 96) of the individu-
als as the target and sensitive attributes, respectively.

Metrics: In all experiments, the utility is measured via clas-
sification accuracy. We consider three group fairness met-
rics (EOD, EOOD, and DPV). The zero-shot CLIP models
are evaluated via cosine similarity. Moreover, on the Fair-
Face dataset, we compared the models to the ideal solutions
estimated by LST and DST using a weighted normalized

Euclidean distance (see supplementary for details). We re-
fer to the distance as DistLST and DistDST , respectively.

Implementation Details: We use ResNet-18 as the feature
extractor for U-FaTE and the FRL methods. The final clas-
sifier is a two-layer MLP. We evaluate the representations
from pre-trained vision models by learning a logistic clas-
sifier. To obtain the trade-offs, we run U-FaTE and other
FRL methods for multiple values of λ between zero and
one, where zero corresponds to no fairness constraint, and
one corresponds to only fairness.

Optimizing U-FaTE: The trade-offs are defined through
the dependence terms in (3) which involves an expectation
over the joint distribution p(X,Y, S). However, due to prac-
tical considerations, we only have access to a finite set of
samples to estimate the trade-offs. Therefore, we estimate
the trade-offs using all the samples available in each dataset
without splitting it into train, validation, and test sets. This
choice ensures that the estimates account for any possible
generalization gap between the train and test distributions
and identify the best achievable utility-fairness trade-offs.

6.2. Evaluating FRL Methods

FRL Baselines: We consider a wide range of FRL meth-
ods based on adversarial learning (ARL [34] and MaxEnt-
ARL [26]), dependence measures (FairHSIC [23], OptNet-
ARL [28]), and closed-form solvers (K-TOpt [29]).

Results: We estimate the LST and DST through U-FaTE
and the trade-offs from the other baselines across various
settings and datasets. Figs. 3a to 3c show the trade-offs on
the CelebA dataset for EOD, EOOD, and DPV, respectively.
Similarly, Figs. 3d to 3f show the trade-offs on the Folk-
table dataset for EOD, EOOD, and DPV, respectively. In
the plots, the solid lines represent the mean, and the light
shadows represent the variance of the accuracy for a given
fairness value. On FairFace, observe that trade-offs do not
exist since, on this task, it is possible to mitigate unfairness
without sacrificing accuracy. Hence, we present the results
of FRL methods and the estimated LST and DST in Tab. 1.
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Method Accuracy (↑) Unfairness (↓) DistDST (↓) DistLST (↓)

E
O

D

ARL [34] 93.39 1.34 0.448 0.559
FairHSIC [23] 91.02 1.33 0.445 0.557
OptNet-ARL [28] 92.94 1.70 0.598 0.709
U-FaTE-DST 96.17 0.263 - 0.133
U-FaTE-LST 100.0 0.0 - -

E
O

O
D

ARL [34] 91.60 3.04 0.447 0.71
FairHSIC [23] 93.43 2.13 0.236 0.498
OptNet-ARL [28] 93.39 2.34 0.284 0.546
U-FaTE-DST 97.93 1.126 - 0.262
U-FaTE-LST 100.0 0.0 - -

D
PV

ARL [34] 92.49 6.09 0.350 0.351
FairHSIC [23] 91.41 5.91 0.329 0.332
OptNet-ARL [28] 93.33 5.80 0.316 0.317
U-FaTE-DST 94.39 3.082 - 0.04
U-FaTE-LST 100.0 3.10 - -

Table 1. Evaluation of FRL methods on FairFace based on the
distance to DST and LST estimated by U-FaTE. Color corresponds
to the DST and LST trade-offs.

Observations: Although K-TOpt, OptNet-ARL and
FairHSIC can achieve near-optimal accuracy in most cases,
they are unable to span the whole range of fairness values.
ARL is the most unstable but can span the whole range of
fairness values. K-TOpt is the most stable method due to its
closed-form solver, but is unable to span the whole range of
fairness values (Figs. 3c and 3f).

The gap between LST and DST demonstrates the infor-
mation gap in X for predicting Y . From Fig. 3, we observe
that the gap is ∼20% of accuracy in low fairness regions
and ∼40% in high fairness regions for EOD and EOOD.
For DPV, the trend reverses with a gap of ∼20% for low
fairness and gradually decreases with increasing unfairness.

Observe that the LST in Figs. 3a and 3b and Figs. 3d
and 3e for EOD and EOOD is almost flat at 100% accu-
racy. This observation, however, is unsurprising since EOD
and EOOD both condition on the label Y , and thus an ideal
classifier with 100% accuracy (i.e., Ŷ = Y ) will have zero
EOD and EOOD. And, in LST, the Oracle classifier is 100%
accurate since it has access to Y and S. So, the LST has
sufficient information to minimize EOD and EOOD with-
out sacrificing utility. The same, however, does not hold for
DPV since it does not consider the target labels in its defi-
nition. Based on the above discussion, we deduce that EOD
and EOOD are more pragmatic fairness metrics than DPV
since they do not force the model to sacrifice predictive ac-
curacy to ensure fairness. Thus, both offer a more balanced
and practical approach to measuring fairness. Our empiri-
cal results provides independent confirmation of the same
observations in [6, 14].

The comparison of FRL methods in Tab. 1 based on
DistLST suggests that when models are optimized for EOD,
ARL and FairHSIC find solutions closer to LST and DST
than OptNet-ARL. When models are optimized for EOOD,
FairHSIC finds the closest point to the LST and DST.
OptNet-ARL performs slightly better than the other FRL
methods when optimized for reducing DPV.

6.3. Evaluating Zero-Shot CLIP Models

Zero-Shot Models: To study the fairness of current zero-
shot models, we consider more than 100 pre-trained mod-
els from OpenCLIP [15] and evaluate them on CelebA and
FairFace for the same target and sensitive labels as before.

Results: Figs. 4a and 4b show results on CelebA and Fair-
Face, respectively, for three group fairness definitions. Each
point represents the result of one zero-shot CLIP model,
with the color denoting the model’s pre-training dataset.
Plots also include DST and LST for comparison.

Observations: From Fig. 4a, we observe that zero-shot
models perform poorly, in terms of accuracy, on the CelebA
task. We hypothesize that it is so since the target task (pre-
dicting high cheekbones) is uncommon, even in the large
datasets the models have been trained on. From a fairness
perspective, we observe that models trained on Common-
Pool [9] (red dots) are more likely to be fair, while models
trained on DataComp [9] have marginally better accuracy
over the other models. Finally, the CLIP models are very
far from the DST across the board.

On FairFace (Fig. 4b), since the target task (sex) is abun-
dantly represented in all large-scale pre-training datasets,
we observe that the CLIP models exhibit high levels of ac-
curacy. Two CLIP models pre-trained on OpenAI WIT [24]
are the closest to DST and LST w.r.t. EOD. Similar to our
observations on CelebA, models pre-trained on the Com-
monPool dataset are more likely to be fair but at the cost
of accuracy. In contrast, models pre-trained on DataComp
are more unfair but have greater accuracy. Finally, there is a
clear positive correlation between accuracy and unfairness
across all fairness metrics on FairFace (Fig. 4b).

6.4. Evaluating Supervised Representations

Supervised Baselines: To study the fairness of image rep-
resentations from models pre-trained in a supervised fash-
ion, we consider more than 900 models from Pytorch Image
Models [33] and evaluate them on CelebA and FairFace for
the same target and sensitive labels as before.

Results: Figs. 4c and 4d show results on CelebA and Fair-
Face datasets, respectively. Each point represents the result
of one supervised model, with color denoting the model’s
pre-training dataset. Plots also include DST and LST for
comparison, but some plots were magnified for better reso-
lution. So, the LST may only be partially visible.

Observations: From the CelebA results in Fig. 4c, we ob-
serve a high positive correlation between the accuracy and
EOD and EOOD. Thus, models with better accuracy are
also more fair. And, in contrast to the zero-shot models,
even though high cheekbones is a rare label, the representa-
tions have sufficient information to accurately detect it with
a logistic regression classifier. Specifically, models pre-
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Figure 4. Evalauting Pre-Trained Zero-Shot and Supervised Models: Accuracy-fairness evaluation of more than 100 pre-trained zero-
shot models on CelebA (a) and FairFace (b), and over 900 pre-trained image representations on CelebA (c), and FairFace (d).

trained on ImageNet22K [25] (orange dots), and OpenAI
WIT [24] have the best accuracy and reach the DST trade-
off in high unfairness regions. However, with more than
11% EOD and EOOD and more than 20% DPV, they have
significant levels of bias between the two sexes.

Results on FairFace in Fig. 4d also reiterate that models
trained on OpenAI WIT and ImageNet22K are more fair
and more accurate than other datasets. We also observe
that the models are generally more fair on FairFace than on
CelebA. A similar positive correlation exists between accu-
racy and fairness for EOD and EOOD. We also make an
interesting observation from Fig. 4d. Some models surpass
the DST and enter the “Possible with Extra Data” region of
the utility-fairness plane illustrated in Fig. 1a. Recall that
DST estimates the upper bound of the possible region for
models trained with the same data as DST. The DST can
be surpassed to enter the “Possible with Extra Data” region
if the model is trained on additional data beyond what is
used for estimating DST. From Fig. 4d (middle), we observe
that a few models trained on OpenAI, LAION [30], Ima-
geNet22K, ImageNet21K, and ImageNet12K can surpass
the DST, plausibly since these datasets contain sufficient—
both quality and quantity—samples from the distribution of
the target attribute (sex).

7. Concluding Remarks
As image classification systems are widely deployed in
high-stakes applications, ensuring that their predictions do
not exhibit demographic bias is paramount for gaining user
trust. While it is desirable to mitigate bias without sacrific-
ing accuracy, this is not always possible. This paper studied
such inherent trade-offs between utility and fairness. First,
we identified two types of trade-offs called Data-Space and

Label-Space trade-offs corresponding to those achievable
with and without data restrictions. But unlike prior theoreti-
cal studies on utility-fairness trade-offs, next, we focused on
developing algorithmic tools for quantifying the trade-offs
from data and proposed U-FaTE. As an illustration of its
practical utility, we estimated the trade-offs on several im-
age classification tasks, facilitating a large-scale evaluation
of over 100 zero-shot and 900 supervised pre-trained mod-
els. The results revealed that, out of the box, pre-trained
models are far from the best achievable limits of accuracy
and fairness. Furthermore, we identified that, in some cases,
larger datasets can improve accuracy and fairness and sur-
pass the solutions represented by the DST.

U-FaTE was designed as a composition of a neural net-
work with the last layer optimized to global optimality
through a closed-form solver for a given feature represen-
tation. This design allowed it to estimate the two trade-offs
reliably. However, U-FaTE does not provide convergence
or optimality guarantees. Therefore, the estimated DST and
LST are likely to be suboptimal. Nonetheless, they can
serve as a valuable tool for understanding the nature of the
problem (e.g., Does there exist a trade-off? or What are the
possible, impossible and possible with extra data regions in
the utility-fairness plane?) and how far a given fair learn-
ing algorithm is from the achievable limits. Furthermore,
depending on which region of the utility-fairness plane a
solution is and how far it is from the DST and LST reveals
whether to focus on better optimization or better data.
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