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Abstract

Parameter-efficient transfer learning (PETL), i.e., fine-
tuning a small portion of parameters, is an effective strategy
for adapting pre-trained models to downstream domains.
To further reduce the memory demand, recent PETL works
focus on the more valuable memory-efficient characteris-
tic. In this paper, we argue that the scalability, adaptability,
and generalizability of state-of-the-art methods are hindered
by structural dependency and pertinency on specific pre-
trained backbones. To this end, we propose a new memory-
efficient PETL strategy, Universal Parallel Tuning (UniPT),
to mitigate these weaknesses. Specifically, we facilitate the
transfer process via a lightweight and learnable parallel
network, which consists of: 1) A parallel interaction mod-
ule that decouples the sequential connections and processes
the intermediate activations detachedly from the pre-trained
network. 2) A confidence aggregation module that learns
optimal strategies adaptively for integrating cross-layer fea-
tures. We evaluate UniPT with different backbones (e.g.,
T5 [69], VSEco [12], CLIP4Clip [58], Clip-ViL [73], and
MDETR [42]) on various vision-and-language and pure NLP
tasks. Extensive ablations on 18 datasets have validated that
UniPT can not only dramatically reduce memory consump-
tion and outperform the best competitor, but also achieve
competitive performance over other plain PETL methods
with lower training memory overhead. Our code is publicly
available at: https://github.com/Paranioar/UniPT.

1. Introduction

Large-scale deep neural networks [5, 17, 21, 68] trained on
massive data have been successfully investigated in various
vision and multimodal learning tasks [2, 18, 19, 26, 75, 87].
The most prevalent and straightforward strategy for trans-
ferring the knowledge from pre-trained models to down-
stream tasks is fully fine-tuning [12, 42, 58, 73]. However,
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fine-tuning the entire network is prohibitively expensive, es-
pecially given a large model with millions of parameters.
Meanwhile, it easily suffers from the over-fitting problem
with a relatively “small” downstream dataset. To address it,
there is an increasing interest in parameter-efficient transfer
learning (PETL) [3, 34, 49, 65], which facilitates domain
adaptation by adjusting or inserting a few modules.

Currently, mainstream state-of-the-art PETL approaches
can be coarsely grouped into three categories: (a) Partially
Tuning [44, 90]: It only updates a few task-specific parame-
ters and freezes most original parameters, such as modifies
the bias items [6, 90] or the normalization layers [44]. (b)
Adapter Tuning [24, 32, 34, 59]: It usually inserts a new
bottleneck-shaped module after each backbone layer, which
is the only part that needs to be updated. Typically, the
new module consists of a linear down-projection, a non-
linearity activation, and a linear up-projection. (c) Prompt
Tuning [27, 39, 49, 95]: It first integrates a fixed number of
learnable vectors as additional input tokens (i.e., prompts).
Then, it only learns the prompts and freezes all the raw pa-
rameters of the pre-trained network during the fine-tuning
stage. Although all the above PETL methods can dramati-
cally reduce the trainable parameters and storage constraints,
their memory consumption remains costly during the train-
ing stage. As shown in Figure 1(a-c), the backward gradients
still need to go through (nearly the entire) foundation models.
This memory-extensive characteristic severely limits their
applications in resource-constrained scenarios.

Consequently, a few recent works [6, 22, 54, 77, 80, 91]
emphasize the requirements of both parameter and memory
efficiency during the training process. In particular, the most
successful method that achieves a good balance between per-
formance and efficiency is Ladder Side Tuning (LST) [77].
As shown in Figure 1(d), it first constructs a lightweight side
network by keeping the same structure as the pre-trained
network but reducing the dimension of each original layer by
a predefined reduction factor. Then, it learns a static gated
ladder connection to combine the pair-wise features at each
layer between the side and pre-trained network.
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Figure 1. Overview of recent PETL methods including Partially Tuning, Adapter Tuning, Prompt Tuning, and Ladder Side Tuning (LST).

Nevertheless, we argue that these designs have several
potential drawbacks: 1) Scalability: The model complexity
of the side network goes linearly proportional to the orig-
inal pre-trained network, making its efficiency susceptible
to the original architecture, i.e., the larger the pre-trained
network, the less efficient the side network. 2) Adaptability:
The static gate mechanism simply sums up the outputs of
each pre-trained and its corresponding side layer. It over-
looks the latent semantic misalignments of pair-wise features
between them, and also neglects to dynamically equip dif-
ferent samples with the most suitable aggregation strategy.
3) Generalizability: Most of the above strategies are pri-
marily suitable for the Transformer-family. For instance,
in other prevalent neural networks (e.g., CNNs), the ladder
gate connection in LST cannot directly handle the discrep-
ancy of spatial-wise and channel-wise dimensions between
cross-layer features. Therefore, how to extend these PETL
methods to various architectures is still under-explored.

Based on such considerations, in this paper, we propose
a new memory-efficient PETL strategy, dubbed Universal
Parallel Tuning (UniPT). As shown in Figure 1(e), we facili-
tate the transfer process via a lightweight learnable parallel
network, whose structures are independent of the backbone
(Scalablity) and could work across various architectures,
such as Transformers, CNNs and Encoder-Decoder struc-
tures (Generalizability). Specifically, our UniPT consists of
two modules: 1) A parallel interaction module decouples the
inherently sequential connections across layers and handles
each layer’s intermediate detachedly. It treats the feature
outputs across layers equally and highlights more discrim-
inative representations inside each layer. 2) A confidence
aggregation module learns adaptively optimal strategies for
integrating cross-layer features based on different input em-
beddings and model structures. It requires no manual tuning
while staying effective and efficient (Adaptability).

To fully evaluate the generalization capability, we have
made comprehensive investigations on both challenging
cross-modal and widely-used uni-modal domains by typ-
ically involving more diverse network architectures than pre-
vious works. Extensive results on vision-and-language tasks
(i.e., image-text retrieval [51, 88], video-text retrieval [9, 87],
visual question answering [20], compositional question an-
swering [37], and visual grounding [63, 89]) and one GLUE
benchmark have validated the effectiveness of our UniPT,
i.e., it achieves the best balance and trade-off between per-
formance and parameter/memory efficiency.

2. Related Work

Parameter-Efficient Transfer Learning (PETL). Recently,
large pre-trained models have sprung up in computer vision
(CV) [7,21, 31, 55], natural language processing (NLP) [17,
53, 69], and vision-and-language (VL) fields [42, 47, 48, 68].
To efficiently transfer pre-trained knowledge, PETL methods
have drawn much research attention and become a promising
direction. Earlier PETL studies [44, 90] attempted to update
a few pre-trained network parameters during fine-tuning in-
cluding the bias parameters [6, 90] and layer normalization
layers [44]. However, they are not always applicable, e.g.,
the pre-trained TS model [69] does not have any bias items.
Hence, some works [28, 76] tried to control which compo-
nents inside the large network to be updated or fixed during
training by learning sparse binary marks against the pre-
trained weights. Nevertheless, the resulting performance is
extremely sensitive to the sparsity of the binary mask.

In contrast, another line of research introduced an extra
lightweight learnable subnetwork (Adapter) that is integrated
into the original network layers and arouses a surge of in-
terest in NLP [3, 32, 65, 92], CV [13, 16, 24, 50], and VL
areas [10, 35, 56, 66, 78]. They typically injected a tiny bot-
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tleneck module in parallel or after each multi-head attention
and feed-forward layer, and kept the rest of the pre-trained
network frozen. Particularly, some works [29, 34, 52] in-
serted a trainable vector or low-rank matrix into multi-head
attention to influence the query and value projection, while
other methods [40, 59, 60] implemented matrix decomposi-
tion, low-rank parameterization, and hyper-network gener-
ation for the adapter weights respectively to further reduce
the number of parameters that need to be trained. Con-
currently, another popular technology namely Prompt Tun-
ing [27, 46, 49, 96] in NLP validated that simply prepending
several learnable tokens into the input sequence of each
Transformer layer can also achieve competitive performance
during fine-tuning, which further triggers a series of follow-
up explorations in CV [11, 23, 39, 43, 71, 94] and VL
fields [36, 41, 57, 79, 83, 93]. The most critical issue is
that the optimal prompt module requiring elaborate man-
ual tuning and designs is extremely challenging for specific
downstream datasets. Although PETL methods significantly
decreased the trainable parameters and produced remarkable
results on the downstream task, they suffer from expensive
computational memory consumption, making them inappli-
cable to resource-constrained scenarios during training.

Memory-Efficient Transfer Learning. Current PETL
methods investigate the ways to achieve competitive per-
formance with as few trainable parameters as possible. Nev-
ertheless, the training memory is dominated by activations,
not parameters, which means that parameter efficiency is
not equivalent to memory efficiency. Hence, some ap-
proaches [15, 33, 68, 69] fixed the pre-trained backbone
and only updated the last layers for domain transfer, which,
though memory-efficient, have limited model capacity and
lag far behind the results by fully fine-tuning. Hence, Side-
Tuning [91] adopted a cheap side network, whose outputs
are combined with the backbone outputs with a curricu-
lum schedule for continuous task adaptation. Besides, Y-
tuning [54] exhausted all possible labels and fed their dense
representations via a side feature integration for the final
label selection. To address intractable answer collection and
focus more on memory reduction, LST [77] proposed a small
and separate network that receives intermediate activations
from backbone networks via ladder gated connections and
makes predictions. As mentioned before, our UniPT outper-
forms their solutions in terms of Scalability, Adaptability,
and Generalizability, which displays more powerful capabil-
ity and broad applicability over various model architectures
in multiple VL tasks. Actually, there are some popular and
generalized strategies [45, 62] to alleviate the training mem-
ory footprint. Some of them avoid saving all the intermediate
activations and re-compute discarded ones during backward
via reconstruction from the backward layers [25] or gradi-
ent checkpoint operation [14], while others [82] developed
new reduced-precision floating-point formats to decrease

the bitwidth of training activations. Note that our UniPT
is orthogonal to these techniques and can be combined to
further pursue a higher level of memory efficiency.

3. Methodology

We propose a novel Universal Parallel Tuning (UniPT) for
memory-efficient transfer learning. In Section 3.1, we ex-
plain the detailed architecture and implementation of UniPT
including a parallel interaction layer and a confidence aggre-
gation layer. Then, we demonstrate its applications to CNN,
Transformer, and Encoder-Decoder network in Section 3.2.

3.1. Universal Parallel Tuning

As illustrated in Figure 2, we construct a tiny and parallel net-
work on top of the pre-trained network that could transform
all the intermediate layer features into the final representa-
tions for new domains. It does not require costly backward
gradients through the large pre-trained backbone and vastly
lessens memory overhead during the training process.
Parallel Interaction Layer. We build parallel interaction
layers that are lightweight and independent of the pre-trained
network. In Figure 2(a), they take each layer’s intermediate
representation from the pre-trained backbone as input and
handle the feature extraction of each layer detachedly.
Existing memory-efficient PETL methods [54, 77, 91]
implement self-attention inside scaled-down side blocks and
incorporate hierarchical features in a bottom-up manner.
However, direct lateral connection might neglect the po-
tential semantic inconsistency between side and pre-trained
backbones. More significantly, the weakened interaction
would dilute the discriminative representations within each
layer necessary for ultimate adaptation. Inspired by this, we
conduct a top-down interaction process, leveraging ultimate
outputs from the pre-trained network as interaction guidance.
This choice stems from the superior representation and trans-
fer capability exhibited by the original last layer outputs in
new domains. By utilizing them as uniform guidance for
other layers before hierarchical aggregation, it could ensure
semantic coherence across different layers and capture the
essential features inside each layer independently, thereby in
turn enhancing the ultimate representations accordingly.
Concretely, we first map all K hidden features of all
N layers to a unified dimension d = D/r via a reduction
factor r, where D is the dimension of the original back-
bone output. We empirically observe a significant disparity
among feature norms across different layers within various
backbones. Computation in the standard attention layer
would suffer numerical issues and unstable gradients dur-
ing backpropagation. Hence, after obtaining all the layer
features F = {F; € RE*|i € {0,1,..., N}}, we first
compute the inner product matrices between last layer F
(Query) and other layers F\y = {F; € Rf*?|i ¢

28731



Row-wise
ReLU & L1norm

r
i i
| Output : |
1
: (GUIDE) :
i | GUIDE I
1
1[5 Main — g !
1 Interactionf__3 1 >, 1
! LayerN Layer g !
1 1
1
Lo ||
H . .
1 H G 1
: | I
: T = 1
i GUIDE S !
1
Main 1
: :%;L 1 Interaction__ | ]
: ayer Layer R :
i T—T i
R T , I
1
! Input : !
[} 1

N

1

1

Aggregated :

Features 1

2 ( aams VF€ :

23>0 M &
Q M mcecccccmmmaas 4

] 1

1

1

:

(b) Confidence Layer

Figure 2. Overview of the Framework with (a) parallel interaction and (b) confidence aggregation layers. The former attempts to extract
more discriminative features at each layer independently guided by the relatively most powerful output features, while the latter learns a
dynamic and optimal combination strategy over the blended features at each layer for the ultimate domain adaptation.

{0,1,...,N — 1}} (Key). Then, we adopt ReLU activa-
tion (¢) and L1 normalization (L1 Norm) to eliminate all the
negative connections and generate the normalized attention
weights between a Query and all Key features. Consider-
ing that these weights occasionally are all zeros, we add
an extra identity matrix bias (i.e. residual connection with
original layer features) to obtain the final attention weights
M = {M,; € REXE |j € {0,1,...,N — 1}}. Lastly, the
blended features F' = {F; ¢ RX*4|i € {0,1,..., N-1}}
are calculated as follows:

M; = LiNormp,o(FyF, )+ 1, F,=MF;, (1)

where F; denotes K merging features in the i-th layer, each
of which corresponds the one in F'\ y.

Confidence Aggregation Layer. The sequential ladder-
gated connection [77] as static fusion strategy fails to dynam-
ically adapt to different inputs and suffers from exponential
attenuation of earlier layer features. Therefore, we explore
an adaptive confidence module that treats the merging fea-
tures from each layer equally and automatically learns the
optimal aggregation strategies for various inputs and model
structures. In this way, it can highlight more discriminative
features and discard less informative ones from the multi-
granularity layers for better domain adaptation. Given the
blend features F’ and F, we first obtain the holistic represen-
tations of each layer F¥ = {FY € R**¢|i € {0,1,...,N}}
by averaging all the features F'. Comparing the relations
between last layer F'%; and other layers Fé\7 - We obtain the
normalized confidence weights C' of the blended features
F' via a fully-connected (FC) layer and a softmax function.
Once all the blended features are merged, they are converted
into a shared space as F'y via MLP(X) = o(XW )W,

where W1 € R¥*P W, € RP*4 as follows:

C = SoftmangN((Fﬁv ©) F‘(\]N)Wg),

(2)
F°=MLP(} C;-Fj)+Fy.

Note that W5 € R?*! and ® denotes element-wise mul-
tiplication. Eventually, we sum up them and the original
output F as F¢ € RX*? which are upsampled by a new
FC layer to produce the final outputs. Note that the dimen-
sion of the UniPT output is consistent with that of the raw
pre-trained backbone for the new task domains.

3.2. Diverse Backbone Application

As illustrated in Figure 3, our proposed method has broad
applications over various frameworks ¢, including CNN,
Transformer, and Encoder-Decoder architectures. The pro-
posed UniPT consists of two main parts: parallel interaction
layer ¢ and confidence aggregation layer 6.

Application on Transformer. In Figure 3(a), we demon-
strate that the UniPT can be seamlessly integrated into exist-
ing Transformer architectures. Thereinto, for mono-modality
encoders like BERT [17] or ViT [21] with text or image as
input, we extract the word or patch embeddings, all the hid-
den states, and the original last state, which are then fed to
the respective 7\ layers and integrated into the ultimate
feature output by the 07" layer. For cross-modality correspon-
dence like CLIP-ViL [73], the image and text features are
first mapped into the same dimensions and concatenated into
the follow-up cross-Transformer ¢;.y layers. Analogously
maintaining the same numbers and dimensions as the pre-
trained Transformer output, the final feature representation
is enhanced via the parallel 7, ; and 07 layers.
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Figure 3. Overview of the Application with UniPT network (¢, ) over (a) Transformer, (b) CNN, and (c) Encoder-Decoder (¢) architectures.

Application on CNN. For CNN (e.g. ResNeXt [86]),
it processes image inputs with a 2-D convolution kernel
where each layer has varied block numbers and structures,
as shown in Figure 3(b). More importantly, the spatial sizes
and channel dimensions of intermediate feature maps across
the layers are different and doubled in value. Therefore
for cross-layer feature maps, it is impossible to perform
one-to-one gated addition like LST, but it does not interfere
with our UniPT owing to the separate processing. Note that
directly employing interaction layer @53 on the substantial
shallow features would inevitably increase the computational
cost. To further improve memory efficiency, we decompose
the standard interaction layer as pre-interaction and post-
interaction. Specifically, we start by dividing the shallow
feature map from each layer into multiple non-overlapping
chunks, of which the number aligns with the size of the
output feature map. Given that the representations within
each chunk are most relevant to the corresponding positional
feature within the last feature map due to the relatively lim-
ited receptive field, we thereby implement the interaction
process inside a confined region between the last feature and
its corresponding shallow chunk, termed as pre-interaction.
With the feature maps from Conv2-5 ¢.4 layers, we totally
obtain four spatial-reduced feature representations with the
same spatial resolution, that then pass the same procedure as
the usage in Transformer, denoted as post-interaction.

Application on Encoder-Decoder. As an extension
of the conventional Transformer, the pre-trained encoder-
decoder model in Figure 3(c) serves as the particular back-
bone for auto-regressive tasks (e.g., MDETR [42] for multi-
modal detection and T5 [69] for GLUE benchmark). For the
Encoder, we implement the Encoder UniPT (o, %) with
both image and text features in the same way that it does in
the Transformer, while for the Decoder, the inputs for the
Decoder UniPT (¢”, #) includes an additional output of
Encoder UniPT module. Inspired by the original backbone

workflow, we also decompose the whole interaction layer ¢
as pre-interaction and post-interaction as well. Concretely,
we first perform the pre-interaction between the Decoder
intermediate features and the Encoder UniPT output to en-
hance the feature representations of each Decoder layer, and
then accomplish the post-interaction under the guidance of
the original Decoder output for the final domain adaptation.

4. Experiments
4.1. Setups

Datasets. We evaluate our proposed UniPT on VL and NLP
tasks. Specifically, the VL tasks cover image-text retrieval
(ITR: MSCOCO [51], Flickr30K [88]), video-text retrieval
(VTR: MSR-VTT [87], MSVD [9]), question answering
(VQA&GQA: VQAV2 [26], GQA [37]), and visual ground-
ing (VG: RefCOCO, RefCOCO+ [89], RefCOCOg [63]).
For ITR and VTR, we report Recall@1 (R@1) on sentence
retrieval (I-T, V-T), image retrieval (T-I), and video retrieval
(T-V), and Rsum of R@1,5,10 in two directions for compre-
hensive verification. For VQA and GQA, we compare the re-
sults on Test-Dev and Test-Std sets, while for VG, we report
the performance on the images containing multiple people
(TestA) and multiple instances of all other objects (TestB).
The GLUE benchmark [81] consists of linguistic acceptabil-
ity (CoLA [84]), sentiment analysis (SST2 [74]), similarity
and paraphrase (MRPC [20], QQP [38], STS-B [8]), and nat-
ural language inference (MNLI [85], QNLI [70], RTE [4]).

Training Details. All experiments are conducted using
eight GeForce RTX 3090Ti (24GB) and keep most default
configurations of the pre-trained models, e.g., choice of op-
timizer, warm-up schedule, input image resolution, video
sequence length, input text processing, etc. Specially, we
follow their original batch sizes for most tasks, with the
exception of maximum batch size=112 (vs. raw 128) for
VSEoo in ITR, due to the out-of-memory (OOM) issue. The
reduction factors r of LST/UniPT are set to 8 and 4/2 for
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Method Params. Memory BERT ‘ Params. Memory ResNeXt-101 ‘ Params. Memory ViT + Text Transf.
™) (G) I-T  TI Rsum ‘ ™M) G) I-T  TI Rsum ‘ ™M) (G) T-V  V-T Rsum

Adapter [32] 2.6 8.8 79.1 60.5 511.3 3.5 22.1*%8 66.8 629 4933 5.2 10.3*4 383 39.6 364.3
LoRA [34] 1.1 8.8 78.8 59.6 508.2 - - - - - 1.3 10.2*4 388 399 366.8
BitFit [90] 0.9 8.6 773 57.8 5039 22 21.0*8 834 674 530.6 0.1 10.5*%4 38.1 40.6 370.8
Prompt [49] 10.7 9.4 78.7 59.0 508.5 - - - - - 0.2 10.7*4 36.8 37.5 358.8
SSF [50] 0.2 8.4 80.0 604 512.8 0.1 204 *8 83.7 66.8 528.5 0.5 9.8%4 402 41.8 376.6
FacT [40] 0.6 8.7 79.2 593 508.8 - - - - - 0.8 102*4 387 39.8 3672
AdalLoRA [92] 1.0 8.8 79.8 60.1 510.3 - - - - - 1.2 10.5*4 392 39.6 368.5
LST [77] 7.5 4.6 779 573 5019 | 2.27 150 823 66.1 526.7 11.2 8.0*%4 37.0 37.8 356.7
UniPT 5.9 3.1 80.2 59.8 510.5 6.4 150 84.0 67.7 532.1 9.6 34*%4 389 393 3613

Table 1. Comparisons with popular parameter/memory-efficient methods on Flickr30K using VSEoco with CNN (ResNeXt-101) or single
Transformer (BERT), and MSR-VTT using CLIP4Clip with dual Transformer encoders (ViT + Text Transformer). We report Recall@1 (R@1) on
sentence retrieval (“I-T”, “V-T”), image retrieval (“T-I"), video retrieval (“T-V”), and “Rsum” of R@1,5,10 on bi-directional retrievals.

Update Params.

Memory (G)

Method per Task (%) Train  Test CoLA SST-2 MRPC QQP MNLI QNLI RTE STS-B Avg.
Adapter [32] 1.63 13.0 087 644 94.2 88.9 88.9 86.4 93.1 751 91.1 85.3
LoRA [34] 1.71 126 086 633 94.3 90.1 89.0 86.3 932 755 90.9 85.3
BitFit [90] 0.13 10.7 086 618 94.3 91.0 88.7 85.6 93.1 67.6 90.8 84.1
Prompt [49] 0.03 222 0.87 0 90.3 74.6 88.5 82.5 925 595 90.1 72.2
LST [77] 1.74 55 088 581 94.1 90.4 88.8 85.6 93.3 719 90.7 84.1
UniPT 1.36 29 086 622 94.2 90.8 88.9 85.5 93.3 69.8 89.7 84.3
LST [77] (T5-large) 1.23 122 288 653 95.7 91.6 89.7 88.6 9.1 799 924 87.1
UniPT (T5-large) 0.92 9.1 282 657 95.8 92.0 89.7 88.2 942 79.6 92.0 87.2

Table 2. Comparisons with parameter/memory-efficient methods on GLUE benchmark using encoder-decoder 75. Following LST, we adopt
T5-base as baseline and larger T5-large for further comparison. We report accuracy for SST-2, MNLI, QNLI and RTE. For CoL A and STS-B,
we use Matthew’s Correlation and Pearson-Spearman Correlation respectively. For MRPC and QQP, we average the F1 score and accuracy.

NLP and VL tasks respectively, unless otherwise noted. We
also maintain the original learning rate [r and the number of
epochs for fully fine-tuning, and search learning rates over
{20 x Ir,10 x Ir,lr} for PETL methods. We implement
parameter- and memory-efficient methods through the offi-
cial GitHub source of LST [77] and AdapterHub library [64].

4.2. Main Results
4.2.1 UniPT vs. Non-memory-efficient PETL

Model Settings. In Tables 1 and 2, we compare our UniPT
against Fully Fine-Tuning and several popular PETL meth-
ods. In Adapter [32], we insert tiny trainable modules into
every attention and feed-forward layer of the Transformer
and conv2-5 layers of CNN, while in BitFit [90], we only
update the bias terms for the pre-trained models. Besides,
LoRA [34] and Prompt [49] introduce additional trainable
low-rank matrices and learnable token inputs into the atten-
tion layer of the Transformer that are not compatible with
CNN. We reproduce LST [77] by extracting the ladder blocks
from the pre-trained networks, but for CNN, we abandon

the corresponding convl layer in the side network to address
the size misalignment across layers. In Fully Fine-Tuning
(Fully-FT), all network parameters are updated, while in Par-
tially Tuning (Partiallyll), we only update the last projection
and aggregation modules after the pre-trained network.
Results on VL Tasks. In Table 1, we select various transfer
paradigms for diverse and challenging validation. To identify
the impact on pre-trained CNN, single Transformer, and dual
Transformer encoders, we adopt two structures from VSEoo
on ITR and one construction from CLIP4Clip on VTR:

* ResNeXt-101(32x8d) [86] + BiGRU [72] (tiny);

* BERT-base [17] + BUTD regions [1] (tiny);

e ViT-base [21] + Text Transformer [68].

We can discover that our UniPT achieves competitive results
with recent state-of-the-art PETL works including SSF [50],
FacT [40], and AdaLoRA [92], and even outperforms some
popular PETL methods in a low-memory regime. Note that
(1) Adapter displays a difficult optimization situation on
CNN and achieves sub-optimal performance after careful
adjustments. We assume that this may be due to the CNN’s
deeper network structure compared with the Transformer,
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Method Params. Memory (G) Flickr30K MSCOCO1K MSCOCOS5K ‘ Params. Memory (G) MSR-VTT MSVD

™M) Train Test I-T T-I Rsum I-T T-I Rsum I-T T-I Rsum‘ ™M) Train Test T-V V-T Rsum T-V V-T Rsum
LST [77] 9.7 15.1 2031 82.1 66.5 529.5 78.2 64.8 525.8 57.8 43.1 4345| 11.2 8.0*4 1.15 37.0 37.8 356.7 35.5 55.4 407.2
UniPT 124 15.1 20.19 84.8 69.1 537.4 80.6 67.5 532.9 61.1 459 4453| 9.6 34%4 1.13 389 39.3 361.3 40.9 59.7 432.1
Method Params. Memory (G) VQAvV2 GQA ‘ Params. Memory (G) RefCOCO RefCOCO+ RefCOCOg

M) Train  Test Testpey Testsyy Testpey Testsm‘ M) Train Test Val TestA TestB Val TestA TestB Val Test
LST [77] 134  64%*4 1276 7529 7544 5993 60.75 0.9 6.3*2 341 81.63 85.19 76.03 71.32 78.20 62.06 72.53 73.67
UniPT 103 29*4 1267 7533 7553 60.10 60.72 0.7 34#%2 338 82.71 86.25 78.16 72.94 79.18 64.49 77.04 77.33

Table 3. Comparisons with the best memory-efficient counterpart LST on VL tasks with various architectures. We adopt VSEoco with both
CNN and Transformer (ResNeXt-101 + BERT-base) on ITR task, CLIP4Clip with dual Transformer encoders (ViT-base + Text Transformer) on VTR
task, CLIP-ViL with Cross-modal Transformer on VQA and GQA tasks, and MDETR with Encoder-Decoder architecture on VG task.

leading to the vanishing gradient problem of the Adapter
inside the shallow layers. (2) For CNN, the two-stage in-
teraction of UniPT leads to a modest increase in trainable
parameters, and the marginal memory gains are primarily
a result of reaching memory-saving saturation. That is be-
cause the forward process of the large backbone takes up
the main memory costs, where the simplest transfer method
Partiallyl} still occupies the memory overhead by 14.9G.
Results on NLP Benchmark. Table 2 demonstrates the
comparisons on GLUE benchmark. Based on the T5-base,
UniPT significantly reduces memory overhead from 17.6G
to 2.9G with similar trainable parameter usage, and achieves
competitive performance as full fine-tuning and other PETL
works. To further utilize the memory-efficient advantage
of UniPT, we cooperate it with 75-large and find that even
with lower memory budget in Adapter, LoRA, and BitFit,
UniPT with can surpass other PETL methods by a large
margin. Limited by current device, we would accommodate
the training of UniPT on the T5-3B model in the future.

4.2.2 UniPT vs. Memory-efficient PETL

Model Settings. In Table 3, we compare our UniPT against
the best memory-efficient competitor LST. For VSEoco [12]
on ITR task and CLIP4Clip [58] on VTR task, we freeze their
dual encoders and only update the last small aggregation
modules during training as Partially|}, which serves as the
lowest performance bound for LST and UniPT. Besides for
CLIP-ViL [73] on QA task and MDETR [42] on VG task,
we freeze the vision backbone except for Fully-FT, because
the performance and efficiency gains of fine-tuning it over
keeping it frozen are both limited [77, 78]. Meanwhile, we
unfreeze their respective cross-modal or encoder-decoder
Transformer during fine-tuning as Partially{}, which thereby
represents the upper performance bound for LST and UniPT.
Results on VL Tasks. Table 3 shows the comparisons on
diverse VL tasks with various pre-trained architectures:

* ITR task: VSEoo [12] with the strongest combination of
BERT-base [17] model and ResNeXt-101(32x8d) [86]
backbone pre-trained on Instagram (WSL) [61];

* VTR task: CLIP4Clip [58] with pre-trained CLIP [68]
using Text Transformer [67] and ViT-B/32 [21] models;

* QA task: CLIP-ViL [73] that utilizes CLIP image back-
bone [68] and encodes the text into word embedding se-
quence, followed by a cross-modal Transformer;

* VG task: MDETR [42] with pre-trained ResNet-101 [30],
RoBERTa-base [53], and encoder-decoder Transformer.
(1) Larger performance gains. Our UniPT outweighs the
best LST on various tasks and backbones. In particular,
for the larger and more compelling retrieval datasets i.e.
MSCOCOS5K and MSR-VTT, our UniPT achieves absolute
R@1 improvements than LST by 3.3/2.8% and 1.9/1.5%,
validating the superior applicability in handling more chal-
lenging matching patterns. Besides, on the much smaller
MSVD dataset, our UniPT obtains much better Rsum than
Fully-FT (432.1 vs. 425.5%), indicating the anti-overfitting
capability under the limited data-driven scenario. (2) Lower
training memory usage. UniPT achieves nearly twice the
training memory savings of LST in most cases, excluding
the VSEoco in ITR and T5-large in GLUE. (3) Negligible
inference memory costs. UniPT requires less extra memory
consumption during the inference process by an average
of 0.02G vs. 0.06G of LST with various networks on all
multi-modal tasks. In summary, our UniPT outperforms the
leading counterpart LST by achieving the optimal trade-off

in both training efficiency and transfer capability.

4.3. Ablation Studies

Necessity of Interaction Guidance and Dynamic Fusion.
Settings. Figure 4 compares several UniPT variations using
VSEc>o on Flickr30K. (1) For interaction, we test Adapter-
like network (Bottleneck) and self-attention between inter-
mediates inside each layer (w/o Guidance) as counterparts.
(2) For aggregation, we utilize average pooling (Pooling)
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and static ladder-gated connection (Gate) for comparison.
Results. In Figure 4, we discover that interaction w/ Guid-
ance obtains more promising performance than the ones w/o
Guidance, indicating that guidance from the last layer output
could enhance hidden features inside each layer with more
powerful adaptation capability. Besides, dynamic confidence
also suppresses other strategies by adaptively adjusting the
proportion of each layer over various inputs and producing
more discriminative representations for domain transfer.
Superiority of UniPT over Multi-head Self-attention.
Settings. Figure 5 reports the comparisons between our
truncated attention (Standard) and multi-head self-attention
(MHSA) using VSEco on Flickr30K. We set the head of
MHSA as 4 (work best). Here, we replace our standard
attention in the pre-interaction layer in CNN by Pooling (Pre-
Pooling CNN) and MHSA (Pre-MHSA CNN), and the post-
interaction layer by MHSA in CNN (Post-MHSA CNN).
Results. Current UniPT attention outperforms MHSA by
a large margin in all alternative locations. Notably, Post-
MHSA in CNN shows a sharp decline in accuracy that re-
flects its incompatibility and instability over various complex
interaction patterns for feature maps or token embeddings.
Bonus of Stronger Backbone Output as Guidance.
Settings. In Figure 6, we take larger ViT-B/16 or ViT-L/14
as stronger guidance for our UniPT with ViT-B/32 using
CLIP4Clip on MSR-VTT. The larger model does not directly
participate in the final output, which only serves as queries
to compute interaction and confidence weights for ViT-B/32.
Results. We surprisingly find that more powerful guidance
brings more beneficial gains, further validating the signifi-

cance of introducing interaction and aggregation guidance.
Optimal Balance of UniPT over PETL Methods.

Settings. Figure 7 shows accuracy-memory trade-off using
CLIP4Clip on MSR-VTT with varying reduction factor 7.
Results. UniPT stands out by dramatically reducing train-
ing memory usage with competitive performance as LoRA,
Adapter, and LST. Besides, it displays good stability and
robustness across a diverse spectrum of side network sizes.

5. Conclusion

In this paper, we propose Universal Parallel Tuning (UniPT),
a brand-new PETL paradigm that hits a sweet spot between
performance and memory efficiency on various VL and
GLUE downstream tasks. Crucially, our research unveils two
intriguing phenomena: 1) Delicately leveraging the ultimate
outputs as guidance can facilitate the adaptation capability
of feature representations inside each layer of the pre-trained
network; 2) Dynamically learning the aggregation weights
also demonstrates optimal strategy and greater suitability
for various inputs across modalities. By incorporating a
lightweight network in parallel, our UniPT capitalizes on
various pre-trained architectures across diverse domains, and
more importantly, requires no backpropagation through the
large backbone network. Extensive experiments have vali-
dated that our UniPT can not only significantly reduce mem-
ory footprint and surpass existing memory-efficient methods
with good flexibility and broad applicability over various net-
work backbones, but also achieve impressive benefits beyond
recent PETL methods in a low-memory regime.
Limitations. We believe UniPT is a brand-new attempt
for a desired and powerful architecture capable of memory-
efficient transfer learning over various pre-trained backbones.
A key limitation is that there is still a performance gap be-
tween UniPT and fully fine-tuning. Besides, a large input
size (e.g., shallow feature maps in CNN) may affect the com-
putational complexity of UniPT, and the current pre-post
design can further alleviate the memory consumption but
improve the trainable parameters to some extent.
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