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Abstract

Many query-based approaches for 3D Multi-Object
Tracking (MOT) adopt the tracking-by-attention paradigm,
utilizing track queries for identity-consistent detection
and object queries for identity-agnostic track spawning.
Tracking-by-attention, however, entangles detection and
tracking queries in one embedding for both the detection
and tracking task, which is sub-optimal. Other approaches
resemble the tracking-by-detection paradigm, detecting ob-
jects using decoupled track and detection queries followed
by a subsequent association. These methods, however, do
not leverage synergies between the detection and associa-
tion task. Combining the strengths of both paradigms, we
introduce ADA-Track, a novel end-to-end framework for 3D
MOT from multi-view cameras. We introduce a learnable
data association module based on edge-augmented cross-
attention, leveraging appearance and geometric features.
Furthermore, we integrate this association module into the
decoder layer of a DETR-based 3D detector, enabling si-
multaneous DETR-like query-to-image cross-attention for
detection and query-to-query cross-attention for data as-
sociation. By stacking these decoder layers, queries are
refined for the detection and association task alternately,
effectively harnessing the task dependencies. We evaluate
our method on the nuScenes dataset and demonstrate the
advantage of our approach compared to the two previous
paradigms. Code is available at https://github.
com/dsx0511/ADA-Track.

1. Introduction

Accurate and consistent 3D Multi-Object Tracking (MOT)
is critical for ensuring the reliability and safety of au-
tonomous driving. Recently, vision-centric perception
solely relying on multi-view cameras has garnered signifi-
cant attention in the autonomous driving community, thanks
to lower cost of sensors and the advancements of transform-
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Figure 1. Paradigm comparison of query-based end-to-end MOT.
Our proposed paradigm (1c) leverages the advantages of the cou-
pled architecture of tracking-by-attention (1a) and the decoupled
task-specific queries of tracking-by-detection (1b).

ers for computer vision. Within this domain, two predomi-
nant approaches have emerged: one transforms multi-view
features into an intermediate dense Bird’s-Eye View (BEV)
representation [23, 26, 31, 35, 64], while the other leverages
object queries [8] that directly interact with the multi-view
images [42, 51, 58, 61, 66] to construct an object-centric

This CVPR paper is the Open Access version, provided by the Computer Vision Foundation.
Except for this watermark, it is identical to the accepted version;

the final published version of the proceedings is available on IEEE Xplore.

15184



representation. Owing to the advantages in modeling object
motion, the latter has been extended to query-based MOT
in many works [42, 51, 58, 61, 66].

Among the query-based MOT approaches, the majority
adopts the tracking-by-attention (TBA) paradigm [42, 61].
As illustrated in Figure 1a, TBA utilizes track queries (col-
ored squares) to consistently detect the same identity across
frames and introduces object queries (white squares) to ini-
tialize tracks for newly appearing objects in each frame.
However, this highly entangled design is sub-optimal for
balancing the detection and tracking performance. Firstly,
each track query consisting of a single embedding is tasked
with accomplishing both, detection and tracking, while the
two tasks share the same network architecture. Further-
more, track queries for identity-aware tracking and object
queries for identity-agnostic detection are also processed by
identical network weights. We argue that such an approach
is sub-optimal for extracting task-specific information from
the single query representation. Secondly, data associa-
tion is implicitly addressed using self-attention between all
queries. Although it effectively integrates information of
query relations into query refinement, a notable drawback
arises during inference. The network only outputs one con-
fidence score for each object, but it is unclear whether it
represents a detection or an association confidence. This
requires sophisticated manually tuned post-processing.

Other query-based MOT approaches [30, 34, 51] use de-
coupled detection and track queries to solve detection and
tracking tasks independently. Both query types will be as-
sociated explicitly in a heuristic or learnable module, as
shown in Figure 1b. However, this still inherits the decou-
pled design of the tracking-by-detection (TBD) paradigm
and struggles to optimize and harmonize both tasks effec-
tively.

In this paper, we argue that detection and tracking is a
chicken-and-egg problem: accurate detection enables ro-
bust initialization and straightforward association to tracks,
while well-established tracks incorporate temporal context
to mitigate potential detection errors. Our method ele-
gantly addresses this challenge by leveraging synergies in
both tasks while decoupling them. We propose ADA-
Track, a novel query-based end-to-end multi-camera 3D
MOT framework that conducts object detection and ex-
plicit association in an alternating manner, as shown in Fig-
ure 1c. We propagate track queries across frames repre-
senting a unique object instance, while generating decou-
pled detection queries that detect all objects in each frame.
Inspired by [16], we propose a learned data association
module based on an edge-augmented cross-attention [27].
In this module, edge features between track and detection
queries represent association information. These features
are incorporated into attention calculations, updated layer-
by-layer, and further used to output affinity scores. Differ-

ent from [16], we include appearance features in the nodes
and geometric features in the edges, resulting in a fully dif-
ferentiable appearance-geometric reasoning. We then inte-
grate the learned association module into each transformer
decoder layer of a query-based multi-camera 3D detector,
e.g. DETR3D [55]. In this way, the decoder layer sequen-
tially conducts a query-to-image cross-attention to refine
query representations for object detection and a query-to-
query cross-attention to refine query and edge representa-
tions for data association. By stacking the decoder layers,
iteratively refined query and edge features provide useful
information to each other, resulting in a harmonized opti-
mization of the detection and tracking task.

We evaluate our method on the nuScenes dataset [6]
and compare our proposed alternating detection and asso-
ciation paradigm with approaches based on the other two
paradigms. While achieving state-of-the-art performance,
our proposed paradigm can easily be combined with vari-
ous query-based 3D detectors.

2. Related Work

Multi-camera 3D detection Current research on multi-
camera 3D object detection falls into two major categories.
The first category transforms multi-view image features
into a dense Bird’s-Eye View (BEV) representation using
CNNs [25, 26, 33, 48] or transformers [35, 59]. Although it
has been demonstrated that temporal fusion in BEV effec-
tively boosts the detection performance [25, 35, 47] or sup-
ports downstream tasks [23, 31, 64], such a structured repre-
sentation may struggle to effectively model object motion.
The second category contains works that follow DETR [8],
where sparse object queries interact with multi-view im-
ages [17, 40, 55]. This sparse query-based representation
facilitates effective object-centric temporal fusion by inter-
acting queries with multi-frame sensor data [38] or propa-
gating queries across frames [39, 54]. Consequently, end-
to-end detection and tracking methods built on top of query-
based detectors have emerged as a popular choice.

Tracking-by-attention Proposed concurrently by Track-
Former [42] and MOTR [61], tracking-by-attention (TBA)
leverages track queries to detect objects and simultaneously
maintain their consistent identities across frames. TBA re-
gards MOT as a multi-frame set prediction problem, which
relies on the self-attention for implicit association and a bi-
partite matching to force identity-consistent target assign-
ment, similar to a learned duplicate removal [8, 15, 22].
MUTR3D [62] extends the tracking-by-attention paradigm
to multi-camera 3D MOT based on a DETR3D [55] de-
tector, which additionally updates the 3D reference point
of each query besides query feature propagation. STAR-
Track [18] improves MUTR3D by proposing a Latent Mo-
tion Model (LMM) to update the query appearance feature
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based on geometric motion prediction. PF-Track [46] pro-
poses a joint tracking and prediction framework, utilizing a
memory bank of queries to refine queries and predict future
locations over an extended horizon for occlusion handling.
Despite the fully differentiable design, TBA processes the
same query representation using shared network weights for
both detection and tracking tasks, which inevitably affects
the balance of both tasks. In this work, we address this prob-
lem by introducing decoupled task-dependent queries with
a differentiable association module, while an alternating op-
timization strongly couples both tasks in a more reasonable
manner.

Tracking by detection Many tracking-by-detection
(TBD) approaches use a standalone algorithm for data
association that can be combined with arbitrary object
detectors. SORT [4], for instance, uses a Kalman Filter as
the motion model and associates the objects using Hun-
garian Matching [28]. Subsequent works [1, 7, 19, 57, 63]
improve SORT and achieve competitive performance in
many 2D MOT benchmarks [14, 43]. Similar pipelines
for 3D MOT [2, 11, 12, 32, 45, 52, 53, 56, 65] have
also demonstrated promising performance. Besides
model-based approaches, learning-based methods usually
formulate the association problem using a graph structure
and solve it using GNNs [5, 10, 44, 49, 50, 60] or trans-
formers [13, 15, 67]. TBD in a joint detection and tracking
framework has also become a popular choice combined
with query-based detectors [8, 55]. These approaches
usually decouple detection and track queries, process them
independently, and associate them based on IoU [51],
box center [58], pixel-wise distribution [66] or a learned
metric [30, 34]. Although these works are end-to-end
trainable, the association module is still separated from the
upstream detector, and detection and tracking are processed
sequentially, limiting the effective utilization of task depen-
dencies. In our work, we address this problem by stacking
detection and association modules in an alternating fashion.
In doing so, we utilize the synergies between both tasks.

3. Approach

An overview of ADA-Track is shown in Figure 2. For
each frame t, feature maps F t

c are extracted from multi-
view images Itc using a CNN for each camera c. A set
of track queries Qt

T (depicted as colored squares in Fig-
ure 2) are propagated from the previous frame in order to
consistently detect the same identity across frames. A fixed
number of ND detection queries Qt

D (white squares in Fig-
ure 2) is randomly initialized and responsible to detect all
objects in the current frame. Following recent works, we
assign a 3D reference to each of those queries [40, 55]. The
transformer decoder layer first conducts a self-attention be-
tween queries and an image-to-query cross-attention (e.g.

DETR3D [55] or PETR [40]) to refine queries for the ob-
ject detection task. Subsequently, a query-to-query edge-
augmented cross-attention integrates both query types and
edge features and refines them for the data association task.
The overall transformer decoder layer is repeated Ld times
to alternately refine query and edge features for both detec-
tion and association task. Finally, a track update module as-
sociates the track and detection queries and generates track
queries Qt+1

T for the next frame.

3.1. Joint detection and association decoder layer

Next, we discuss the decoding process for a single frame t
and omit the notation of the frame index t for simplicity.

Query-to-query self-attention Existing approaches with
decoupled queries [30, 34, 51] process track and detec-
tion queries independently and conduct self-attention only
within the same query type. In contrast, our approach seeks
a joint optimization of the representations of both query
types. We concatenate both QT and QD and apply self-
attention among all queries regardless of their type. This
self-attention enables detection queries to leverage track
queries as prior information, leading to a more targeted in-
teraction with image features in the subsequent layer.

Image-to-query cross-attention Next, both query types
QT and QD attend to the multi-view image features Fc with
cross-attention. Our approach is compatible with various
sparse query-based 3D detectors, thus cross-attention can
be implemented in multiple fashions, e.g. DETR3D [55]
or PETR [40]. The interaction between queries and im-
ages refines the query features to form an object-centric
representation. Subsequently, the network predicts bound-
ing boxes and category confidences using MLPs for each
query. This results in track boxes B

(l)
T from track queries

and detection boxes B
(l)
D from detection queries, where l

denotes the layer index of the decoder layer. Each box
bi = [ci, si, θi, vi] ∈ R9 is parameterized by 3D box cen-
ter ci ∈ R3, 3D box size si ∈ R3, yaw angle θi ∈ R and
BEV velocity vi ∈ R2. Both sets of boxes are used to cal-
culate auxiliary box losses as well as to build the position
encoding for the edge features that we will discuss next.

Query-to-query edge-augmented cross-attention Our
association module requires a differentiable and lightweight
architecture that can be integrated into each decoder layer.
To this end, we opt for a learned association module that
was recently proposed by 3DMOTFormer [16]. The module
is based on an Edge-Augmented Graph Transformer [27]
to learn the affinity between tracks and detections. Differ-
ent from [16], the query positions change across decoder
layers when refining them iteratively in the joint detection
and tracking framework. Therefore, we opt for a fully-
connected graph instead of a distance truncated graph to
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Figure 2. Overview of our ADA-Track framework. The transformer decoder takes decoupled track and detection queries, zero-initialized
edge features, and multi-view image features as input. Each decoder layer first refines query features using a self-attention and a query-to-
image cross-attention for object detection. Then a query-to-query edge-augmented cross-attention is applied to refine detection query and
edge features for data association. By stacking this decoder layer, query features are updated for both tasks alternately and iteratively. A
track update module associates both query sets and produces track queries for the next frame.

ensure the same graph structure in different layers, enabling
the edge features to iterate over layers.

Our learned association leverages both appearance and
geometric features. Formally, for each decoder layer l, we
use track Q

(l)
T ∈ RNT×dk and detection queries Q

(l)
D ∈

RND×dk as node features to provide appearance infor-
mation obtained from the image-to-query cross-attention,
where dk is the number of channels. An MLP embeds
aggregated pair-wise box differences to produce a relative
positional encoding E

(l)
pos ∈ RND×NT×dk for edge fea-

tures, i.e. E(l)
pos = MLP(B(l)

diff), where B
(l)
diff = {b(l)diff,ij} ∈

RNT×ND×9. These box position features are defined for
each pair {i, j} of track b

(l)
T,i ∈ R9 and detection boxes

b
(l)
D,j ∈ R9 by calculating their absolute difference b

(l)
diff,ij =

|b(l)T,i − b
(l)
D,j |. The position encoding E

(l)
pos is added to the

edge features E(l) ∈ RND×NT×dk as part of the input to the
edge-augmented cross-attention, i.e. E(l) ←− E

(l)
pos + E(l).

As the initial edge features E(0) are zero-initialized for each
frame, the input edge features are equal to the edge position
encoding for the first layer l = 1, i.e. E(1) = E

(1)
pos .

As shown in the right part of Figure 2, we treat track
queries Q

(l)
T as source set (key and value) and detection

queries Q
(l)
D as target set (query) in the edge-augmented

cross-attention. The edge-augmented attention

A(l) = softmax
( (Q(l)

D W
(l)
Q )(Q

(l)
T W

(l)
K )T

√
dk

+ E(l)W
(l)
E1

)
(1)

takes both dot-product and edge features into consideration,
where {W (l)

Q , W (l)
K } ∈ Rdk×dk and W

(l)
E1 ∈ Rdk×1 are

learnable weights. The feature representation of the targets,
i.e. the detection queries, as well as the edge features are

updated using the attention A(l) ∈ RND×NT×1, i.e.

Q
(l+1)
D = Q

(l)
D +Â(l)(Q

(l)
T W

(l)
V ), E(l+1) = E(l)+A(l)W

(l)
E2,
(2)

where W
(l)
V ∈ Rdk×dk and W

(l)
E2 ∈ R1×dk are learnable

weights and Â(l) ∈ RND×NT is A(l) with squeezed third
dimension. The update of Q(l)

D enables a feature integration
of tracking and association information, resulting in a better
query-to-image interaction for the next layer l + 1.

As there are no existing tracks in the first frame, we skip
the edge-augmented cross-attention for t = 1 and hence the
decoder layer becomes identical to the object detector, e.g.
DETR3D [55] or PETR [40].

3.2. Track Update

After all Ld layers of the decoder, we obtain the final track
and detection queries Q(Ld)

T and Q
(Ld)
E as well as edge fea-

tures E(Ld). The track update module associates both query
types and propagates feature embeddings of track queries
Qt+1

T and their corresponding reference points Ct+1
T to t+1.

Data association We use different association schemes
for training and inference. During training, we first match
tracks and detections to ground-truth objects (details in Sec-
tion 3.3). If a track and a detection query are matched to the
same ground-truth identity, both queries are considered as
a matched pair. All track queries that are unmatched with
a ground-truth are terminated, while all detection queries
that are matched to the newly appearing ground-truth ob-
jects spawn a new track. During inference, we apply an
MLP followed by a sigmoid function on the final edge fea-
tures E(Ld) to estimate the affinity scores S between all
track-detection pairs, i.e. S = sigmoid(MLP(E(Ld))) ∈
RND×NT . Then, the score matrix S is used as matching
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Figure 3. Target assignments: Tracking-by-attention applies
identity-guided matching for track queries and then matches de-
tection queries to remaining ground truths using the Hungarian
Algorithm. Our method employs the same matching rules for both
query types, but detection queries are matched to all ground-truths.

costs of a Hungarian Algorithm [28] to obtain a one-to-one
matching. We heuristically keep the unmatched tracks for
Td = 5 frames and mark them as temporally inactive tracks
before termination. An unmatched detection box initializes
a new track, if its confidence is higher than τnew = 0.4.

Feature and box update Given a matched pair {i, j}, the
track instance i is assigned with a track query q

(Ld)
T,i and a

predicted track box bT,i. The same is for the detection in-
stance j with detection query q

(Ld)
D,j and detection box bD,j .

Hence, we need to determine the resulting query and box for
this associated pair. Similar to [16], we empirically choose
the detection query q

(Ld)
D,j and detection box bD,j to repre-

sent the associated pair {i, j}, which corresponds to an up-
date of its associated track i at frame t: q̂tT,i = q

(Ld)
D,j and

b̂tT,i = bD,j . We will analyse this choice in Section 4.4. For
unmatched detection or track queries, we directly use their
respective features and boxes. Eventually, the track queries
Q̂t

T = {q̂tT,i} and their corresponding boxes B̂t
T = {b̂tT,i}

determine the final output of frame t.

Query Propagation We directly use the updated query
features Q̂t

T for the next frame, i.e. Qt+1
T = Q̂t

T. We also
propagate their 3D reference point after applying a simple
motion update following MUTR3D [62]. Concretely, the
3D reference point (box center) ĉtT,i and the BEV velocity
v̂tT,i are extracted from the box parameter of b̂tT,i. We then
predict the reference point for the next frame t + 1 with a
constant velocity assumption: ct+1

T,i = ĉtT,i + v̂tT,i∆t, where
∆t is the time difference between both frames. We trans-
form the predicted reference points ct+1

T to the new vehi-
cle coordinate system with ego-motion compensation. To-
gether, the track queries combined with the predicted refer-
ence points {Qt+1

T , Ct+1
T } serve as the input for frame t+1.

3.3. Training

Target assignment Tracking-by-attention approaches use
identity-guided matching for the track queries, while the
Hungarian Algorithm [28] matches the remaining ground-
truth boxes and the object queries. In this work, track and
detection queries detect objects independently and are ex-
plicitly associated with each other, which requires isolated
matching for both query types. To achieve that, we match
all ground-truth identities with detection queries using the
Hungarian Algorithm, in addition to the same identity-
guided matching for track queries. Figure 3 illustrates this
difference in target assignment. These matching results as-
sign the targets for the box losses. In addition, we apply an
explicit loss function for the association module, where we
regard it as a binary classification problem. If a ground-truth
identity is matched with both, a track query and a detection
query, the edge between these two queries should be classi-
fied as positive. In all other cases, e.g. one of both queries
is matched with ∅, or both queries are matched to different
ground truths, the association target for this detection-track
pair should be negative.

Loss function For the bounding box loss in both query
types, we follow [40, 55] and use the Focal Loss [37] as
the classification loss Lcls and ℓ1-loss as the regression loss
Lreg. The track and detection queries contribute to separate
loss terms. This results in Lcls,T and Lreg,T for the track and
Lcls,D and Lreg,D for the detection part. For association, we
use Focal Loss with α = 0.5 and γ = 1.0, denoted as Lasso.
We include auxiliary losses after each intermediate decoder
layer for all the previously mentioned loss terms.

Given a training sequence with T frames, the losses
for the detection queries are calculated for all T frames,
whereas the losses for track queries and association are cal-
culated from the second frame onwards. The overall loss
for the whole training sequence can be formulated as

L =

T∑
t=1

(λclsLt
cls,D + λregLt

reg,D)+

T∑
t=2

(λclsLt
cls,T + λregLt

reg,T + λlossLt
asso).

(3)

We use λcls = 2.0, λreg = 0.25 following existing
works [40, 55] and λasso = 10.0. The impact of the loss
weight λasso is further analyzed in the supplementary.

4. Experiments
4.1. Experiment Setup

Dataset We evaluate our approach on the nuScenes [6]
dataset. NuScenes is a large-scale dataset for autonomous
driving with 700, 150, and 150 sequences for training, vali-
dation, and testing. Each sequence is 20 seconds in length.
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Method Paradigm AMOTA↑ AMOTP↓ Recall↑ MOTA↑ IDS↓ FP ↓ FN ↓ TP↑
D

E
T

R
3D

TBA-Baseline [62] TBA 0.321 1.448 0.452 0.283 474 15269 43828 57595
TBD-Baseline TBD 0.350 1.427 0.467 0.308 944 14316 42980 57973
MUTR3D [62] TBA 0.294 1.498 0.427 0.267 3822 – – –
DQTrack [34] TBD 0.367 1.351 – – 1120 – – –

ADA-Track (ours) ours 0.378 1.391 0.507 0.343 981 15443 38466 62450

STAR-Track† [18] TBA 0.379 1.358 0.501 0.360 372 – – –
ADA-Track-long† (ours) ours 0.392 1.375 0.523 0.363 897 14711 36945 64055

PE
T

R

TBA-Baseline [62] TBA 0.407 1.357 0.511 0.369 271 14401 39487 62139
TBD-Baseline TBD 0.452 1.275 0.540 0.405 1035 13873 35269 65593

PF-Track [46] (w/o extension) TBA 0.453 – – – 642 – – –
PF-Track‡ [46] TBA 0.479 1.227 0.590 0.435 181 – – –

ADA-Track (ours) ours 0.479 1.246 0.602 0.430 767 15385 31402 69728

Table 1. Results on the nuScenes validation set. We group methods by using the DETR3D or PETR detector. Tracking-by-attention and
tracking-by-detection baselines are shown in the first two columns of each group. The remaining part compares our method (shown in light
gray background) with existing works. † denotes total training epochs of 48. ‡ indicates annotations from future frames are required.

Method AMOTA↑ AMOTP↓ Recall↑ MOTA↑ IDS↓
DEFT [9] 0.177 1.564 0.338 0.156 6901

QD-3DT [24] 0.217 1.550 0.375 0.198 6856
CC-3DT [20] 0.410 1.274 0.538 0.357 3334

Time3D [30] 0.214 1.360 – 0.173 –
MUTR3D [62] 0.270 1.494 0.411 0.245 6018
PF-Track [46] 0.434 1.252 0.538 0.378 249

STAR-Track [18] 0.439 1.256 0.562 0.406 607
ADA-Track (ours) 0.456 1.237 0.559 0.406 834

Table 2. Comparison with state-of-the-art end-to-end multi-
camera 3D MOT approaches on the nuScenes test split. The bot-
tom part compares our method with other query-based methods
that use DETR3D or PETR. The top part shows other methods.

The sensor equipment contains LiDAR, RADAR, six cam-
eras covering 360° Field of View as well as IMU and GPS.

Metrics The primary metrics for 3D MOT on nuScenes
are AMOTA (average multi-object tracking accuracy) and
AMOTP (average multi-object tracking precision) [56].
AMOTA is an average of the MOTAR over multiple recalls,
where MOTAR is the recall-normalized MOTA at the cor-
responding recall r. The calculation of MOTA takes IDS
(identity switch), FP (false positive) and FN (false nega-
tive) into consideration. AMOTP are the averaged position
errors of all TPs (true positive) over all recalls. NuScenes
also uses secondary metrics from CLEAR MOT [3], includ-
ing MOTA, MOTP, IDS, FP, FN, etc. All the values of the
CLEAR MOT metrics are reported at the recall R, where
the highest MOTA is reached, i.e. R = argmaxrMOTAr.

Implementation details To compare with most multi-
camera MOT works [18, 34, 46, 62], we validate our ap-
proach using two query-based detectors: DETR3D [55] and
PETR [40]. For DETR3D experiments, input images are

full-resolution 1600 × 900 and we use ResNet-101 [21] as
the backbone with an FPN [36]. For PETR experiments,
we crop the images to 1600× 640 and use VoVNetV2 [29]
with FPN [36] as image feature extractor. We initialize the
model using the corresponding single-frame detector check-
points pre-trained for 24 epochs. We then train our tracker
for 24 epochs on sampled mini-sequences which contain
T = 3 frames. For all DETR3D experiments, we freeze the
weights of the image backbone and FPN following STAR-
Track [18]. For PETR, we only freeze the image backbone
following PF-Track [46]. All models are trained using a
cosine-annealing schedule with an initial learning rate of
2e−4 and an AdamW [41] optimizer with a weight decay of
1e−2. All DETR3D experiments are trained on four V100
GPUs, while all PETR experiments use eight A100 GPUs.
Each GPU holds one batch element.

4.2. Paradigm Comparison

Baselines To validate the superiority of our proposed al-
ternating detection and association paradigm, we first com-
pare our method with query-based tracking-by-attention
and tracking-by-detection baselines that are also without
bells and whistles. We select MUTR3D [62] as the tracking-
by-attention baseline by reproducing it on DETR3D and
PETR. For the tracking-by-detection baseline, we modify
our architecture to follow Figure 1b. To that end, we first
use standard DETR3D or PETR decoders to process track
and detection queries independently. Both sets of queries
are then fed into the association module by stacking our
proposed query-to-query edge-augmented cross-attentions
(Section 3.1). This architecture shares the implementation
details with ADA-Track as described in Section 4.1, e.g.
batch size, training epochs, or weight freezing. We denote
both baselines as TBA-Baseline and TBD-Baseline.
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Results Table 1 shows the comparison on the nuScenes
validation split, where the baselines are shown in the top
part of each detector group. For both detectors, the TBD-
Baselines achieve significantly higher AMOTA than the
TBA-Baselines. On top, ADA-Track outperforms the TBD-
Baselines by 2.8%P AMOTA for DETR3D and 2.7%P for
PETR, respectively, while achieving a considerably higher
recall. Considering the secondary metrics, we observe
that the TBA-Baseline produces fewer IDS than the TBD-
Baseline and ADA-Track, i.e. both methods with explicit
association. However, TBA-Baseline achieves a low IDS
by tracking only the easy cases, resulting in a substantially
higher FN and lower MOTA. Compared to TBD-Baseline,
ADA-Track again improves MOTA by a much higher TP
and lower FN. These observations show the importance of
the decoupled queries with explicit association as in the
TBD-Baseline and in ADA-Track, which produces distin-
guishable query representations for both tasks and thus im-
proves their performances. ADA-Track further improves
over the TBD-Baseline by fully utilizing the task inter-
dependency using alternating detection and association.

4.3. Comparison with Existing Works

We compare ADA-Track with existing works based on TBA
or TBD in the remaining part of each detector group in Ta-
ble 1. Due to an implementation issue, MUTR3D [62] re-
ported a lower performance than our TBA-Baseline, which
is a reproduction of MUTR3D with fewer training epochs
and fixed backbone during training. DQ-Track [34] also
uses decoupled queries and a sophisticated learned associa-
tion module following TBD. ADA-Track outperforms it by
1.2%P AMOTA, which again highlights the effectiveness
of our alternating detection and association design. The
training of STAR-Track [18] requires an initialization on
a pre-trained MUTR3D checkpoint, which results in a total
training epoch of 48. For a fair comparison, we additionally
train our model for 48 epochs, denoted as ADA-Track-long,
which outperforms STAR-Track by 1.3%P AMOTA.

Comparing based on the PETR detector, we achieve
on-par performance (0.479 AMOTA) with PF-Track [46].
However, PF-Track [46] is a joint tracking and prediction
method, utilizing a track extension module to replace low-
confidence detections with predicted trajectories when out-
putting tracking results, which additionally requires super-
vision from future frames. Our ADA-Track is a pure track-
ing method but still achieves the same AMOTA. Compared
to PF-Track without track extension, ADA-Track achieves
considerably higher AMOTA by 2.6%P.

We compare ADA-Track with end-to-end methods on
the test split in Table 2, where we train ADA-Track based
on DETR3D [55] with VoVNetV2-99 [29] backbone on
both training and validation set. Compared to query-
based methods using DETR3D or PETR in the second part

of Table 2, ADA-Track achieves 0.456 AMOTA and 1.237
AMOTP, outperforming the recent state-of-the-art meth-
ods STAR-Track [18] and PF-Track [46] by 1.7%P and
2.2%P AMOTA, respectively. Compared to other non-
query-based methods, ADA-Track also achieves the best
performance, improving CC-3DT [20] that used a stronger
BEVFormer [35] detector by 4.6% AMOTA.

In addition, we highlight that ADA-Track can be com-
bined with many components proposed in existing tracking-
by-attention works. For instance, the Past and Future Rea-
soning in [46] or the Latent Motion Model in [18] im-
prove the query embedding or the motion update during
query propagation, while we use the simple approach as in
MUTR3D. These extensions can be seamlessly integrated
into our framework and further improvements are expected.

4.4. Ablation Study

Number of training frames Table 3 shows the impact of
varying the training sample length T . We observe that an
increasing sample length increases the AMOTA and many
secondary metrics. A particularly substantial improvement
occurs when increasing from a sample length of 2 to 3
frames, resulting in a notable 3.2%P increase in AMOTA.
The reason is that the autoregressive training scheme be-
comes active when T ≥ 3, allowing association results to
propagate into subsequent frames. This enables optimiza-
tion through gradients across multiple frames to optimize
the whole sequence, significantly boosting robustness dur-
ing inference. A further increase in training frames from 3
to 4 yields marginal improvements but a considerable com-
putational and memory overhead during training. Thus, we
use T = 3 as the default setting.

Joint optimization One of the main contributions of this
work is the introduction of an alternating detection and
association paradigm, where both tasks iteratively inform
each other layer-by-layer for joint optimization. To assess
its effectiveness, we combine the predictions of the bound-
ing boxes and the association scores from different decoder
layers. The first part of Table 4 illustrates using bounding
boxes from the last layer alongside association scores from
decoder layers 1 to 5. A notable increase in AMOTA is
observed when using association scores from the second in-
stead of the first layer. Using association scores from higher
layers leads to gradually increased AMOTA. We also ob-
serve a considerable reduction in IDS. Together, this shows
the iterative improvements of the association. The second
part of Table 4 presents results using boxes from various
layers combined with association scores from the last layer.
We can observe a similar tendency in AMOTA increase with
higher layers as in the first part, where the most significant
increase occurs from the first to the second layer. In addi-
tion, using box predictions in later layers results in a notable
improvement in AMOTP, confirming the iterative optimiza-
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T AMOTA↑ AMOTP↓ Recall↑ MOTA↑ IDS↓

2 0.346 1.397 0.477 0.295 1099
3 0.378 1.391 0.507 0.343 981
4 0.379 1.405 0.516 0.345 816

Table 3. Ablation study on the training sample length T .

box asso AMOTA↑ AMOTP↓ Recall↑ MOTA↑ IDS↓

6 1 0.342 1.420 0.485 0.298 2063
6 2 0.369 1.399 0.485 0.330 1392
6 3 0.372 1.399 0.498 0.341 1088
6 4 0.373 1.398 0.508 0.338 1090
6 5 0.374 1.397 0.501 0.343 968

1 6 0.279 1.465 0.398 0.248 1431
2 6 0.364 1.413 0.480 0.329 1197
3 6 0.368 1.406 0.489 0.337 1023
4 6 0.373 1.399 0.513 0.342 1023
5 6 0.373 1.390 0.501 0.339 924

6 6 0.378 1.391 0.507 0.343 981

Table 4. Ablation study on combining bounding box and associa-
tion outputs from different decoder layers.

wt AMOTA↑ AMOTP↓ Recall↑ MOTA↑ IDS↓

0 0.378 1.391 0.507 0.343 981
0.3 0.367 1.405 0.474 0.330 865
0.5 0.371 1.393 0.508 0.322 904
0.7 0.363 1.418 0.501 0.325 967
1.0 0.365 1.398 0.500 0.325 928

Table 5. Ablation study on the feature update weight wt.

tion of localization precision. Overall, combining outputs
from distinct layers yields gradual performance increases
when outputs from higher layers are used. This observa-
tion shows that the relevance between box and association
predictions is not only constrained within the same layer
but across different layers, which validates the iterative op-
timization through stacked layers of both tasks.

Feature update weight We analyze the impact of the fea-
ture update as discussed in Section 3.2. Here we gener-
alize the feature update to a weighted average, i.e. qT,i =

wTq
(Ld)
T,i + (1 − wT)q

(Ld)
D,j , where wt is the update rate.

As shown in Table 5, substituting track query features
with detection query features (wt = 0) yields the opti-
mal performance, surpassing other values by 0.7% to 1.5%
in AMOTA. This can be attributed to the fact that de-
tection queries inherently incorporate track query features
within their representation through edge-augmented cross-
attention. Thus, an additional merging between detection
and track query features is unnecessary.

Box update Both track and detection queries predict
bounding boxes, resulting in two candidates for each in-

Exp. use track box track as query AMOTA↑ AMOTP↓ Recall↑
A ✓ 0.365 1.390 0.489
B ✓ ✓ 0.343 1.423 0.489

C 0.378 1.391 0.507

Table 6. Ablation study on box update. use track box denotes
that boxes predicted from track queries are used as output. track
as query denotes that track queries are regarded as queries and
detection queries as keys in the edge-augmented cross-attention.

stance when two queries are associated. We use the box
from the detection side to represent this associated pair and
validate this choice in Table 6. As shown in the first row
(Exp. A), selecting the track box results in an AMOTA de-
crease of 1.3%P compared to our approach (Exp. C), which
shows the better quality of detection boxes. One could ar-
gue that detection queries are further refined in the edge-
augmented cross-attention but track queries are not. In the
second row of Table 6, we additionally reverse the edge-
augmented cross-attention by using tracks as queries and
detections as keys. This leads to an additional AMOTA de-
crease of 2.2%P. This finding also verifies the necessity of
the decoupled queries for decoupled tasks, where using de-
tection queries to locate objects and associate them to track
queries is more effective than relying on track queries to
locate objects.

5. Conclusion

We presented a novel query-based multi-camera 3D multi-
object tracking approach, termed ADA-Track. We observed
that decoupling the detection and association task while si-
multaneously leveraging the synergies between these tasks
is the key to accomplish high-quality tracking. In line with
this finding, we proposed a paradigm that conducts both,
detection and association, in an alternating manner. In ad-
dition, we proposed a learned association module based on
edge-augmented cross-attention which can be seamlessly
integrated into any query-based decoder. Extensive exper-
iments show the effectiveness of our approach compared
to other paradigms, while achieving state-of-the-art perfor-
mance on the nuScenes tracking benchmark.
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