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Abstract

Data replay is a successful incremental learning tech-
nique for images. It prevents catastrophic forgetting by
keeping a reservoir of previous data, original or synthe-
sized, to ensure the model retains past knowledge while
adapting to novel concepts. However, its application in the
video domain is rudimentary, as it simply stores frame ex-
emplars for action recognition. This paper presents the first
exploration of video data replay techniques for incremen-
tal action segmentation, focusing on action temporal mod-
eling. We propose a Temporally Coherent Action (TCA)
model, which represents actions using a generative model
instead of storing individual frames. The integration of a
conditioning variable that captures temporal coherence al-
lows our model to understand the evolution of action fea-
tures over time. Therefore, action segments generated by
TCA for replay are diverse and temporally coherent. In a
10-task incremental setup on the Breakfast dataset, our ap-
proach achieves significant increases in accuracy for up to
22% compared to the baselines.

1. Introduction

Ensuring that intelligent systems can continually adapt
and accumulate knowledge in our rapidly evolving world is
essential. This concept is embodied in incremental learn-
ing [8]. A key challenge is to acquire new knowledge
gradually without catastrophic forgetting [15] of previously
learned information. There have been numerous efforts to
tackle the problem in the machine learning community, in-
cluding data replay [39], regularization techniques [21], and
knowledge distillation [32].

Data replay is an effective and commonly used technique
in image incremental learning [2,4,43,52]. Data replay mit-
igates catastrophic forgetting by re-exposing the model to
previously encountered data samples. Previous works either
retain a subset of the original training samples [18,34,39] or
learn a generative model on previous training data to later
generate surrogate training samples [17, 28,43]. A recent
shift of incremental learning from static images to dynamic

videos has brought about the application of data replay into
the video domain [3, 36, 50]. Howeyver, this transition has
been limited to direct implementations, with less emphasis
on videos’ unique temporal properties.

Action recognition [23], as the hallmark task of video
understanding, was the initial focus for incremental learn-
ing for videos [3, 36, 37, 50]. Many works create replay
data by storing frames for each video clip. Storing frame-
exemplars for videos requires a balance between dense tem-
poral sampling and memory diversity [3,50]. It is a trade-
off between storing fewer complete videos or more incom-
plete ones within a given memory budget. Because existing
recognition models accept sparse frames as input, like 8 or
16 frames for TSN [51] and TSM [33], keeping an exemplar
set for each action clip does not overly strain the memory
allocation. Also, there is a strong static bias towards scene
context [30] in standard action recognition datasets like Ki-
netics [7] and UCF101 [46]. It is, therefore, possible to
achieve comparable performance storing either entire seg-
ments, a few frames [50], or even a single frame [3], all
without the need for explicit temporal modeling. As a re-
sult, most techniques save exemplar frames and mirror the
practices from the image domain while giving less attention
to developing video-specific data replay techniques.

We advocate exploring data replay strategies in incre-
mental video understanding with temporal action segmen-
tation (TAS) [9]. TAS is akin to semantic image segmen-
tation [35] but from a one-dimensional temporal basis. In-
stead of 2D pixel-wise semantic labels, TAS assigns frame-
level action labels. For instance, given a procedural video
of “making coffee”, a TAS model classifies each frame as
a step such as ‘take cup’, ‘pour coffee’, ‘pour milk’, etc.
In TAS, a procedural task is usually called an “activity”
and the steps ‘actions’. The necessity of temporal mod-
eling in TAS makes it more suitable for investigating video-
specific replay strategies. First, static bias is less prominent
in TAS since different actions within a sequence often share
a common background, emphasising the importance of tem-
poral modeling for video data replay. Second, TAS op-
erates with full-resolution frame-by-frame inputs and pro-
duces outputs at the same level of temporal granularity. The

28485



extended temporal span requires more capacity in the replay
memory compared to shorter, trimmed action clips. Storing
frame exemplars in proportion to the video’s duration, even
downsampled, imposes a significant memory burden. Us-
ing sparse frames to represent actions also results in a loss
of temporal coherence in the natural progression of actions.
We present a novel temporally coherent action model
for video data replay in incremental action segmentation.
Contrary to the conventional frame-exemplar storing ap-
proaches, we use a generative model to represent actions.
This is motivated by the model’s capacity to learn effi-
cient data representations with a fixed model size while
producing diverse outputs of arbitrary lengths. The re-
play data generation is top-down. First, a replay video
is defined by its sequential structure, including action se-
quences and segment durations. Subsequently, the genera-
tive model generates features for each action segment. Fi-
nally, these generated segments are concatenated to form
a complete replay video. Unlike generative approaches for
image tasks [17,28,43], our model incorporates a condition-
ing variable to account for the unique temporal coherence of
videos. The coherence variable, defined as the relative pro-
gression within an action, assists the model in capturing the
evolution of action features over time.
Contributions. Our contributions are summarized as fol-
lows: (1) To the best of our knowledge, we are the first to in-
troduce the incremental action segmentation task, working
with procedural videos. This is a natural fit for the devel-
opment of intelligent assistants which learn complex tasks
and activities in the real world in an incremental manner.
(2) We propose to model actions with generative models
and use the models to generate diverse replay data. The pro-
posed generative data replay bypasses the trade-off problem
in frame-exemplar storing approaches. (3) We introduce a
temporal coherence variable to help the generative model
learn action feature evolution and produce temporally co-
herent action segments in replay video generation. (4) Ex-
periments on two procedural benchmarks show that our ap-
proach can effectively mitigate catastrophic forgetting for
incrementally learned action segmentation models.

2. Related Works

Incremental Learning. Incremental learning involves al-
gorithms adapting to new data without forgetting prior
knowledge. Popular approaches in the image domain in-
clude data replay [39], regularization techniques [21], and
knowledge distillation [32]. Data replay methods in the
image domain are categorized into direct replay, using the
original exemplar set for rehearsal [18,34,39], and genera-
tive replay, which models sample distribution to generate in-
stances [17,28,43]. Limited attention has been given to the
video domain [3, 50], and most works rely on direct replay
of frame-wise exemplars while neglecting temporal aspects.

This work proposes leveraging generative models, focusing
on maintaining temporal coherence for video data replay.
Temporal Action Segmentation. There have been many
existing approaches proposed for the temporal action seg-
mentation task. Fully supervised approaches rely on the
dense annotation of the video frames [12,53]. In a semi-
supervised setting [10,44], only a subset of videos requires
dense labels, while the remaining videos are unlabeled.
Weaker forms of supervision include action transcripts [25],
action sets [14,29,40], timestamps [31,38] and activity la-
bels [11]. Some cases [26,41,42] work without any action
labels in an unsupervised setup. Despite the ongoing ef-
forts in TAS with diverse forms of supervision, incremental
learning has not been explored. Our work is the first to study
incremental action segmentation, emphasizing video replay
techniques.

3. Preliminaries

Temporal Action Segmentation (TAS) divides untrimmed
video sequences into temporal segments and associates each
segment with a predefined action label [9]. Given a video
ot = {z! .. 2T} of T frames long, a model M seg-
ments z into N contiguous and non-overlapping actions:

S1:N = (517527 "'75N)7 where Sn = (CLTth,fn), (1)

S.t. tn+1 = tn + Zn,

sp, denotes a temporal segment in the video of length of Z,,,
with action class label a,, € A from A predefined cate-
gories. t,, denotes the starting timestamp of segment s,, and
adheres to a precise temporal sequence from the preceding
segment. In practice, most existing works [12, 27,45, 53]
design M to classify actions on a per-frame basis, i.e.,

v =yt YR b, )

where y' € A is the frame-wise action label at time .

Common architectures for the segmentation model M
include convolution-based MSTCN [12] and transformer-
based ASFormer [53]. Due to the memory constraints, z¢ is
typically provided as pre-computed features such as 13D [7]
rather than raw RGB inputs. The segmentation model M is
trained with a frame-wise cross-entropy loss:

1
Lcls (J), y) = f Z - 1Og(pt (yt))v (3)
t

where p! € RA is the estimated action probabilty for the
frame 2. In addition, a smoothing loss is imposed to ensure
smooth transitions between consecutive frames:

1 ~ ~ At IAt <rT
E x, =7 AQ 9 A a — “ = 9
(7, 9) TA ; ta & {T :otherwise

“4)
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Ao = [logp'(a) —logp'*(a)].
T is conventionally set to 4, as per [12]. The full training

loss is written as the combination of the above two, bal-
anced by hyperparameter \:

£tas = Ecls +A- ﬁsm~ (5)

Class Incremental Learning (CIL) introduces new classes
to model M over time [39]. Consider a series of B tasks,
each task 7Ty, represents a distinct incremental step, compris-
ing a set of n;, training instances denoted as {(x;, y;)}:2;.
Here, z; represents an instance associated with class y; €
Y, where Y}, is the class set for task b. Importantly, ac-
cess to the training data in 7y, is restricted to training task b
only, and there is no longer access to data from tasks prior
to b. The developed model must acquire knowledge from
the current task while preserving knowledge from the past
tasks. The performance of an incremental learning model
is evaluated over all seen classes, i.e., Vg = Y1 U ... Y.
Standard CIL assumes non-overlapping classes in different
tasks (Y, NY, = O for b # b'), but when class overlap
occurs, the task is referred to as blurry class-incremental
learning (Blurry CIL) [4,5,22].

Data replay is a commonly adopted approach for in-
cremental learning by revisiting former exemplars. The
exemplar set, also known as the replay buffer, is an ex-
tra collection of instances from the previous tasks 7A'1:b =
{(xp, yb/)}g,_ :11, ypr € Vp_1. The exemplars can either be
specified training samples [39], constructed prototypes [19]
or through generation [43, 52]. The model can then utilize
Ty U T1.p for update while attaining previous knowledge.

4. Incremental Temporal Action Segmentation

Incremental temporal action segmentation (iTAS) con-
tinuously updates an action segmentation model when en-
countering new action classes over time. Unlike existing
CIL task that assumes no interclass dependencies, iTAS
works with procedural videos where the same activity of-
ten share a common set of actions, making it more intuitive
to treat each procedural activity as an incremental task b and
the actions within each activity as class labels Y. The seg-
mentation model M learns to segment videos from various
incremental activities. This work introduces a novel gener-
ative data replay approach for iTAS featuring a temporally
coherent action model.

4.1. Temporally Coherent Action Modeling

Generative models, such as Variational Autoencoders
(VAE) [20] and Generative Adversarial Networks [16] are
powerful tools for learning efficient representations of data
with a fixed model size. Additionally, they are easy to ex-
tend to a conditional form to generate conditioned outputs.

1 ﬁrecon
X1
a; (reparametrization) 7
C1 0 €
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an ﬁrcg
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Figure 1. Temporally Coherent Action (TCA) model. The input
to the encoder is the concatenation of the frame feature x, action
label a and coherence variable c. The decoder samples a latent
variable with reparametrization: z = p+0 ®¢, e ~ N(0,1), and
outputs  as the reconstruction of the original feature.

These properties make them a good fit for the purpose of
generating diverse action segments for data replay.

In this work, we employ a conditional VAE to model
the actions. Other generative models are also feasible, but
conditional VAEs offer a good tradeoff between model size,
expressiveness, and data efficiency for learning. In a condi-
tional VAE model, an encoder maps an input frame feature
z and the conditioning action class label a to a probabil-
ity distribution g4 (z|x, a) over the latent space, where z is
the latent variable. The decoder maps a sample from la-
tent space z and the conditioning information back to ob-
tain a reconstruction of the input & = py(x|z,a). ¢,0 are
learnable network parameters of the decoder and encoder,
respectively. The overall loss function is a combination of
the reconstruction term and the KL divergence regulariza-
tion term, written as:

Levae = E. log pe (2|2, a) — Dki(q¢(2]2, a)||p(2)) . (6)

reconstruction regularization

The second term regularizes the latent space by a prior
p(z) on the approximate posterior distribution; typically, the
prior is a Gaussian distribution.

Temporal Coherence Modeling. The above action model
only captures the diversity of action segments but ignores
any temporal coherence since the action frames are mod-
eled independently. To that end, we introduce a coherence
variable to model the temporal transition between feature
frames within an action segment. The coherence is defined
as the relative temporal progression of a frame within the
action. For the ¢-th frame in an action segment of duration
£, the coherence variable ¢; is defined as:

¢; = (i—1)/(t—1), and ¢; € [0,1]. )

Incorporating the relative progression as the coherence con-
dition helps the model build up knowledge of the feature
continuity following the progression of actions. In this pa-
per, we follow [6] and assume the action progression to be
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Figure 2. Replay Data Generation. In each segment, the ac-
tion variable a remains consistent, and a common latent variable
z ~ N(0,1) is sampled for all frames. The resulting features x
by the decoder exhibit continuity due to the gradual change in the
coherence variable c. The segments are then concatenated follow-
ing their starting timestamp ¢ to form a complete video.

linear. Adding upon Eq. (6), the training loss for our Tem-
porally Coherent Action (TCA) model is written as:

Lrca = E; log pg(z|z, a, c) —Dxi(qg(2|2, a, c)|[p(2)) -

Lrecon Ereg
®)
Fig. 1 illustrates the TCA model. For each frame in a seg-
ment, the encoder £(z,a,¢) = gy(2|x,a,c) takes in the

feature xz, one-hot action label a, and its coherence variable
¢, while the decoder D(z,a,c) = py(x|z,a,c) samples a
latent variable z and uses the same a, ¢ for reconstruction.

4.2. Replay Data Generation

Our replay data generation is top-down; it first samples a
sequential structure before generating the action segments.
Sequential Structure Sampling. As described by the
segment-level interpretation provided by Eq. (1), a proce-
dural video can be summarized as an ordered sequence of
actions, each with varying durations. Such a high-level
structure helps guide the data generation process. The (sym-
bolic) sequences require negligible storage, so we keep all
the sequences from the training data and directly sample
from the set during generation. Specifically, we establish a
candidate pool to store all action sequence order and their
durations S, = {s;}*,,s; € Tp. During the data genera-
tion stage, we employ a uniform sampling strategy on Sj:

Sy ~ Uniform(Sy). 9)

Action Segment Generation. The sample sequential struc-
ture § = {(an,tn, )} N_; is then utilized in the segment
generation process, as illustrated in Fig. 2. For each sam-
pled (ay, tn, £, ), our TCA model generates the frame-wise
feature for the segment using:

Z; = po(x|zn, an,c;), and i € [1,...,£]. (10)

Here, we fix z,, across all frames for the given action a,,
and vary the coherence variable c;, following Eq. (7). This

Algorithm 1 Incremental Temporal Action Segmentation
Input: Task video data {77, ..., T}, replay size M
Output: Segmentation model M
1: Train M with data 77;
2: Train (&1, D;) with data 77; > Eq. (8)
3: forb=2,...,Bdo > Incremental Learning
4: Initialize replay data 7 = Q;

> Eq. (5)

5 for =1,...,b — 1do > Replay Data Generation
6 Get S from Sy for M /(b—1) times; > Eq. (9)
7: Generate 0y for each s, with Dy > Eq. (11)
8 Tin < Tio U{Ve Far/o—1);

9 end for

10:  Train M with data T, U Ty, > Eq. (12)
11: Train (&, D) with data 7p; > Eq. (8)

12: end for

ensures temporal coherence in feature transition within the
segment. The process is repeated for every segment, and
these generated segment features X,, are concatenated ac-
cording to their timestamps ¢,, to compose the procedural
video:

¥ = concat(Xy, ..., Xy ). (11

Discussion. An intuitive interpretation of the latent and
conditioning variables in Eq. (10) can be as follows: z gov-
erns the overall scene context, a regulates the action seman-
tics, and ¢ manages the temporal progression of the action
features. Since the action label a is predefined for each seg-
ment, it is kept consistent. However, multiple generation
options for the action segments can be achieved by manip-
ulating the latent variable z and the conditioning coherence
variable c. For instance, we can generate a static segment
with a constant latent variable z and a constant coherence c
spanning the entire segment. On the other hand, by fixing
¢, we can generate a dynamic yet random segment with z;
independently sampled for each frame. We show in Sec. 5.4
that both diversity and coherence are essential in video data
replay. We ensure temporal coherence within segments but
not across action transitions because boundary frames, as
indicated in [10,47], are ambiguous and may not be con-
ducive to learning the segmentation model.

4.3. Incremental Training

We commence by training the segmentation model M
(Fig. 3(a)) and our TCA model (&1, D, ) with the initial task
data 7;. As new task data 7, becomes available, we create
replay video data ¢ for all previous tasks [1 : b) utilizing
their corresponding TCA decoders D. This process yields a
total of M videos denoted as ﬁ;b. To train the segmentation
model M, we combine this generated data with the real data
from 7T, to serve as the training set, as shown in Fig. 3(b).
Through this, the segmentation model can revisit the previ-
ous tasks to mitigate catastrophic forgetting while learning
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(a) Standard TAS

(b) Incremental TAS with TCA Replay

Figure 3. Learning schemes for temporal action segmentation. (a) Standard TAS and (b) Incremental TAS with TCA at task b.

new tasks. The incremental learning objective at task b is as
follows:

‘Cibltas: £Cls(x7y) +>‘ Esm(x,y) ) (12)
(z,9) ETUT10 (z,9)ETHUT10

we set A = 0.15, following [12]. Concurrently, as iterating
through the above steps, we train our TCA model (&, D)
every time new video data from task b arrives. The over-
all incremental learning procedure is summarized in Algo-
rithm 1.

5. Experiments
5.1. Datasets and Evaluation

Datasets. We adapt Breakfast [24] and YouTube Instruc-
tional [1] datasets to incremental learning. Note other TAS
datasets such as GTEA [13] and 50Salads [48] are unsuit-
able because most of their videos share a common set of
actions, making it challenging to implement a meaningful
number of incremental tasks without actions overlapping.
Breakfast [24] dataset comprises 1,712 undirected break-
fast preparation videos. There are 10 activities and a total of
48 action classes; each video features 5 to 14 actions. Each
activity comprises around 150 videos for training and 20—30
for testing. We use the I3D [7] feature representations and
evaluate with the standard splits. YouTube Instructional
(YTI) dataset [1] features 150 instructional videos of 5 ac-
tivities (30 each). There are a total of 46 actions, each ac-
tivity featuring 6 to 13 actions. We use 80% of the videos
in each activity for training and reserve the remaining for
evaluation. We use the same set of feature representations
as [26,42].

Incremental Learning. We partition the Breakfast and
YTI datasets based on activities, each activity as a separate
task, and train models incrementally. We experiment with
both disjoint and blurry incremental settings on Breakfast.

Disjoint tasks consider shared actions different, e.g., ‘take
plate’ in “friedegg” is a different class from ‘take plate’
in “sandwich”. The blurry setting allows overlapping and
assigns common actions across tasks the same class label.
Evaluation Measures. TAS is evaluated by a frame-wise
accuracy (Acc), segment-wise edit score (Edit), and F1
score with varying overlap thresholds of 10%, 25%, and
50%. We adopt these standard measures and apply them to
the incremental setup. We denote the Acc on task b’ after
the b-th task (b’ < b) as Accg/, and use the last stage ac-
curacy averaged over all asks as the final metric to measure
the overall performance', ie.,

B
Acc = ZAcc’jg. (13)
b=1

The Edit and F1 scores are similarly defined.

5.2. Implementations

TCA Model. Our TCA model comprises an encoder and
decoder; each implemented as a two-layer MLP with a 256-
D latent space. Based on their dataset size, we train TCA
for 2,500 epochs with Breakfast and 250 epochs for YTIL
The learning rate is set to be 1e~3 and 1e =, respectively.
TAS Backbones. We experiment with the temporal con-
volutional network MSTCN [12] and the transformer-based
ASFormer [53] for our backbone model M. MSTCN is
trained with a learning rate of 5e = for 50 epochs for each
task; for ASFormer, it is 1e—* for 30 epochs.

Baselines. We first use a naive (‘Finetune’) baseline that
progressively finetunes with only training data in the task
sequence without data replay. Additionally, we follow the
boring baseline from action recognition [3] and store a mean

'We calculate the average performance over all tasks due to the imbal-
ance in frame numbers across each task.
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# Tasks MSTCN [12] ASFormer [53]
Acc Edit Fl1 @ {10,25,50} Acc Edit F1 @ {10,25,50}
Breakfast

Finetune 74 72 175 70 54 99 98 103 94 75

10 Exemplar [3] 16.1 133 138 125 95 124 112 11.7 107 85
Ours 294 259 263 235 177 342 324 331 301 234
Original 43.1 41.1 412 37.6 295 481 452 459 424 342
Finetune 154 158 166 158 127 157 16.1 169 158 132

5 Exemplar [3] 325 289 308 285 229 295 275 287 267 220
Ours 545 494 511 469 377 572 56.8 583 54.0 43.6
Original 604 59.1 603 56.1 460 651 642 656 61.5 510

YouTube Instructional

Finetune 136 2.8 3.6 2.7 0.6 139 115 11.1 9.8 6.3

5 Exemplar [3] 30.8 19.7 198 160 93 221 189 17.7 153 10.0
Ours 30.2 250 219 185 111 252 209 201 175 114
Original 559 394 38.1 322 19.1 592 51.1 454 39.1 255

Table 1. Performance comparison on Breakfast and YouTube Instructional. Our approach consistently surpasses the baselines, with both

MSTCN and ASFormer backbones.

frame for each action segment per sequence, which we call
‘Exemplar’. Such a segment is static, as the frame-wise
sample is simply replicated to inflate the segment in time
and used for data replay. Finally, we consider an upper-
bound (‘Original’) data replay baseline that uses the origi-
nal sequence features.

Replay Size. For all experiments, we constrain the max-
imum number of videos for replay to be 60°, which is
equally divided by the number of seen tasks. Given that
our sequence is sampled from seen videos, the total frame
number in the generated set is bounded by the 60x longest
video. Our ablation study (see Sec. 5.4) shows that the per-
formance can be further improved with a larger replay size.

5.3. Effectiveness

We compare the performances on two datasets in Tab. 1.
Finetune achieves the lowest performance as it simply con-
centrates on learning new concepts without revisiting previ-
ous tasks. In the 10-task setup on Breakfast, static segments
with stored exemplar features mitigate forgetting, gaining
an accuracy increase from 7.4% to 16.1% with MSTCN.
Our approach achieves a more substantial boost, reaching
29.4%. The improvement is consistent across both back-
bones. Despite this improvement, there remains a 13.1%
gap compared to using original features from previous
tasks. There are similar performance differences across the
approaches in the 5-task incremental step. The 5-task incre-
mental setup combines every two activities as a single task
and has fewer training steps, improving performance across
all approaches. This suggests that the challenge of learn-

2We choose the value of 60 to maintain a similar exemplar-to-training
ratio (1:25) per iCIFAR-100 used in [39].

ing increases with the number of tasks, leading to increased
forgetting by the model. The performance improvement for
the YTI dataset is less significant compared to Breakfast;
both the Exemplar [3] and our method achieve very sim-
ilar performances. We hypothesize that this phenomenon
results from the overall reduced segment diversity in the
YTI dataset due to its comparatively smaller size. Neverthe-
less, the rise in the segmental metrics suggests that tempo-
rally evolving action segment features, as opposed to static
ones, can alleviate over-segmentation. When comparing the
backbones, ASFormer [53] is prone to overfit to static data
compared to MSTCN [12]. The performance on Breakfast
demonstrates that ASFormer outperforms MSTCN across
all approaches except in Exemplar, where static segments
are employed for replay.

Blurry CIL. Our evaluation using the blurry setup on the
Breakfast dataset is presented in Tab. 2. We consistently
observe performance improvements, with all performance
metrics surpassing the standard setup (Tab. 1) by 10 points.
This improvement is likely attributed to the efficient updat-
ing of action classifiers from previous tasks with the current
task samples due to shared actions and blurred task bound-
aries.

5.4. Ablation Study

Feature Diversity and Temporal Coherence. In our eval-
uation of the impact of feature diversity and temporal co-
herence on performance (see Tab. 3), we assess three key
factors: the diversity of actions at the segment level, the
diversity of frames within a segment, and the temporal co-
herence of a segment. Both with static segments, Oursgyic
outperforms the Exemplar by approximately 10% in accu-
racy (Rows 1 vs. 3), which showcases TCA’s ability to gen-
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MSTCN [12] ASFormer [53]

Acc Edit Fl1 @ {10,25,50} Acc Edit Fl1 @ {10,25,50}

Finetune 158 297 300 260 19.1 155 302 30.6 264 19.6

Exemplar [3] 25.0 34.0 349 302 223 244 356 372 329 249

Ours 385 433 449 395 297 442 512 53.0 47.6 36.8

Original 48.5 534 551 494 379 535 57.6 599 545 432

Table 2. Performance comparsion on Breakfast with the blurry task boundary.
SD FD TC Acc Edit Fl @ {10,25,50} T(%) Acc Edit Fl @ {10,25,50}
Exemplar v X X 278 356 36.1 31.7 243 _

Ouswun /7 X 329 389 400 356 272 Exemplar 226 348 360 324 252
Oursgaic vV o X X 379 429 438 389 290 25 41.7 432 46.1 409 315
Ours v vV / 418 450 470 415 320 o 50 421 433 451 405 315
ars 75 453 459 478 437 347
Table 3. Ablation study on the components in TCA. ‘SD’ denotes 100 474 469 482 428 334

the diveristy between segments of the same action, ‘FD’ denotes
the diversity between the frames within the same segment, and
‘TC’ denotes the temporal coherence of the segments. Optimal
results are obtained when considering both diversity and temporal
coherence. Gray row indicates the final setup used in this paper.

Acc Edit FI1 @ {10, 25, 50}
30 340 396 41.0 348 247
60 354 412 423 360 25.6
90 362 423 439 373 26.8
120 38.0 423 44.0 37.1 262

Table 4. Different replay sizes on Breakfast. Revisiting more re-
play videos can help the model mitigate forgetting.

erate diverse actions and enhance segment-level diversity.
However, Ours;andom, Which maximizes feature diversity but
lacks temporal constraints, performs less effectively than
Oursgiic, highlighting the detrimental impact the absence
of temporal constraints can cause for the TAS task. In the
final row, our approach, which coordinates feature diversity
and temporal coherence, achieves the highest performance.
Replay Size. We examine four different replay sizes:
M = 30,60,90,120. As depicted in Tab. 4, performance
is observed to be correlated with the replay size M as an-
ticipated. Employing only 30 video sequences as replay
data results in a marginal decline (34.0%) compared to 60
(35.4%). An increase in the replay size M corresponds to
incremental improvements in both frame-wise and segmen-
tal metrics, and the best performance is achieved with the
replay size being set to 120.

TCA Training Data. The results of training TCA with
varying proportions of task data 7~ are presented in Tab. 5.
A consistent trend indicates that increased access to task
data during TCA training brings greater overall perfor-
mance improvements and less forgetting. Training TCA

Table 5. Different ratios for TCA training on Breakfast. The final
performance is correlated with the quantity of data used in TCA
training. A higher volume of training data leads to improved final
perfromance.

Incremental Step

Figure 4. Performance following each incremental step with the
varied task sequence. The mean and standard deviation across four
splits are represented by solid lines and shaded areas, respectively.
Each unique task sequence, determined by a random seed, is dis-
tinguished by a different color.

with the entire task data yields the overall best performance,
with a significant 6% decrease in performance observed
when only a quarter of the data is utilized. Notably, our ap-
proach outperforms the Exemplar significantly, even when
trained with only 25% of task data.

Task Sequence. We compare five distinct task sequence
arrangements within a 10-task incremental setup on Break-
fast and report the results in Fig. 4. Although there is a
consistent decrease in accuracy scores, the ultimate perfor-
mance is subject to variation depending on the seed used
for task sequence determination, showing differences of up
to 7% points. This suggests that the forgetting in increm-
netal learning is related to the order of these learning tasks.
Moreover, the disparity could be exacerbated by the uneven
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Figure 5. Comparsion of confusion matrices of different approaches on Breakfast in a 10-task setup. The task sequence is given as follows:
1 - “sandwich”, 2 - “juice”, 3 - “friedegg”, 4 - “scrambledegg”, 5 - “pancake”, 6 - “salat”, 7 - “tea”, 8 - “milk”, 9 - “cereal”, 10 - “coffee”.
The dashed lines indicate task boundaries, while gray rows denote the lack of instances for that action in the test data. Our approach (c)
shows the closest resemblance to data replay using original features (d).

the features of the action segment exhibit continuous prop-
erties in the feature space, corresponding to the gradual in-
crease in the coherence variable c.

5.6. Limitations

SN

0.8 This work presupposes the presence of dense labels for
0.6 all videos within each incremental task, and our TCA model
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04 relies on such dense labels for effective learning. How-

foz2 ever, such an annotation process can be expensive in a real-

¢ Moo world scenario. Additionally, while we can demonstrate the

temporal coherence of the features generated by our TCA

Figure 6. T-SNE visualization of a generated action segment given model, the qualitative evaluation of the features remains

the action ‘pour milk’ from activity “cereal”. Every point in the challenging because their existence in a feature space makes
sphere corresponds to a frame feature, and the continuity of these them difficult to decode into a human-readable format.

feature points demonstrates temporal coherence.

o o 6. Conclusion
distribution of frames across tasks, which is commonly ob-

served in procedural videos. This paper proposes a temporally coherent action model
for incremental procedural video understanding from the
5.5. Visualization perspective of video data replay. Departing from the con-

ventional frame-exemplar data replay prevalent in action
recognition, our approach adopts a generative model. In
addition, we facilitate the modeling of temporal coherence
in the actions by introducing a conditioning variable to the
generative model. Our design guarantees both feature diver-
sity and temporal coherence in the replay data, resulting in
a significant performance improvement on two action seg-
mentation benchmarks compared to the baselines.

Confusion Matrix. In Fig. 5, we plot the confusion matri-
ces generated by different approaches. Our method demon-
strates superior performance compared to Finetune and Ex-
emplar, particularly in the case of longer activities such as
“sandwich”, “scrambledegg”, “pancake” and “salat”. Fur-
thermore, similar to Original, our approach exhibits in-
creased confusion between semantically similar activities,
such as “scrambledegg” and “pancake”, both involving

cooking with a pan.

Temporal Coherence. To assess the temporal coherence, ACkHOWledgement

We employ T-SNE [49] to visualize an exemplary action This research is supported by the National Research
segment generated by our TCA model. Specifically, we em- Foundation, Singapore under its NRF Fellowship for Al
ploy the TCA model trained on “cereal” data to generate (NRF-NRFFAI1-2019-0001). Any opinions, findings and
an action segment of ‘pour milk’. This segment comprises conclusions or recommendations expressed in this material
1,000 frames, each sharing a common action label a and la- are those of the author(s) and do not reflect the views of
tent variable z, with an evenly strided c. As shown in Fig. 6, National Research Foundation, Singapore.
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