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#### Abstract

Affine subspaces of Euclidean spaces are also referred to as flats. A standard task in computer vision, or more generally in engineering and applied sciences, is fitting a flat to a set of points, which is commonly solved using the PCA. We generalize this technique to enable fitting a flat to a set of other flats, possibly of varying dimensions, based on representing the flats as squared distance fields. Compared to previous approaches such as Riemannian centers of mass in the manifold of affine Grassmannians, our approach is conceptually much simpler and computationally more efficient, yet offers desirable properties such as respecting symmetries and being equivariant to rigid transformations, leading to more intuitive and useful results in practice. We demonstrate these claims in a number of synthetic experiments and a multi-view reconstruction task of line-like objects.


## 1. Introduction

Affine subspaces of Euclidean spaces, also called flats, are the basic entities in affine geometry, and are foundational building blocks for computations in computer vision, computer graphics, and generally all engineering disciplines. To motivate this work with a concrete example, notice that a point observed in a calibrated camera gives rise to a line in 3 -space. Observing the same point in several cameras allows recovering its position by fitting a point to the collection of lines. Minimizing the squared distances to the lines only requires solving a linear system. Now imagine the features observed in the images are lines, giving rise to planes in each camera view. We would like to fit a line to the set of observed planes. Surprisingly, despite the problem appearing almost identical, there is no established 'standard' solution to this problem.

Conversely, we often have to work with samples (observations) in some Euclidean space. The PCA [29] is arguably the standard way to fit a line or plane to the observation if they are points in space - but what do we do if the observations are lines or planes?

Approaching these problems in a systematic way commonly leads to Grassmannians, the manifold of linear subspaces. Similar to how homogeneous coordinates of Euclidean space lead to a representation of projective space, Grassmannians can be projectivized and then represent flats. The first and likely best-known example are Plücker coordinates for affine lines in $\mathbb{R}^{3}[5,16,27]$. One may argue that the resulting spaces are not strictly representing flats, as they also contain ideal elements, i.e., flats 'at infinity'. This is rectified in the explicit construction of a Grassmannian of affine subspaces [23]. While the manifold of the former construction is represented by the Klein quadric (and its generalizations), the latter is described by orthogonality conditions, a so-called Stiefel manifold (we review several representations of flats in Sec. 2). It has been argued [22] that computation on Stiefel manifolds is more convenient and better established $[1,2,8]$. Still, the mathematical sophistication and complexity of necessary computations for something as mundane as the mean of a set of affine lines or planes in 3D, let alone fitting flats to flats of different dimensions, is baffling when one compares it to the simplicity of fitting a point or fitting to points.

In this work, we provide a simple framework, based on representing flats as squared distance fields (see Sec. 2 for details on the representation and the relation to other representations). As we derive in Sec. 4, it allows fitting a flat of desired dimension $k$ to a given set of flats of arbitrary and possibly varying dimension. Importantly, we show that it is equivariant under rigid transformations, the isometries of affine space. Unlike Plücker coordinates and related representations, the representation is unoriented, which together with equivariance immediately implies that both angles as well as distances are bisected by least-squares fits to two flats. To our knowledge, this is the first method with these very natural properties. In addition, the necessary computations are similar to fitting flats to points with the PCA, with the most complex operation being the eigendecomposition of a symmetric PSD matrix. An interpretation of the procedure as projected means in ambient space leads to extensions to $L_{p}$ means, enabling more robust fitting in the presence of outliers using the $L_{1}$-norm.

We evaluate the properties of our approach in comparison to Riemannian means in the space of affine Grassmannians on synthetic examples in low dimension (Sec. 5). We verify the predicted properties of both classes of methods. In addition, we demonstrate the method at the example of reconstructing line-like objects from multiple views.

The basic approach leaves much room for applying more advanced statistical methods, some of which we discuss in Sec. 6.

## 2. Background: Representations of flats

In the following, we assume the ambient space is $\mathbb{R}^{d}$ (unless otherwise noted). A $k$-flat is a $k$-dimensional affine subspace of the ambient space. In contrast, a $k$-plane is a linear subspace. Every $k$-plane is a $k$-flat, but a $k$-flat is a $k$-plane only if it passes through the origin. For $d=3$, flats can be points $(k=0)$, lines $(k=1)$, or planes $(k=2) . \mathrm{A}(d-1)$-flat in $\mathbb{R}^{d}$ is called hyperplane. The set of all $k$-planes in $\mathbb{R}^{d}$ is the Grassmannian of linear subspaces $\operatorname{Gr}(k, d)$, a smooth compact manifold of dimension $k(d-k)$. Similarly, the set of all $k$-flats is called the Grassmannian of affine subspaces or short the affine Grassmannian $\operatorname{Graff}(k, d)$ [19], a smooth $(k+1)(d-k)$ dimensional manifold. While the Grassmannian, representations, and computational methods are well established, the affine Grassmannian is a more recent development [22, 23], but created interest for applications such as image classification [30] or LiDAR registration [24].

The orthogonal complement of a $k$-plane $\mathcal{P} \subseteq \mathbb{R}^{d}$ is a linear subspace denoted $\mathcal{P}^{\perp}$ and contains all vectors that are orthogonal to $\mathcal{P}$. The dimension of $\mathcal{P}^{\perp}$ is the co-dimension $\bar{k}=d-k$ of $\mathcal{P}$.

In the following, we describe several representations of flats, i.e., elements of $\operatorname{Graff}(k, d)$, needed for the ensuing discussion of existing and new techniques for least squares fitting flats to flats.

Parameter form A matrix $\mathbf{A} \in \mathbb{R}^{d \times k}$ with full column rank represents a linear $k$-space in $\mathbb{R}^{d}$. A flat $\mathcal{F}$ can be represented by additionally specifying a displacement $\mathbf{b} \in$ $\mathbb{R}^{d}$ :

$$
\begin{equation*}
\mathcal{F}=\left\{\mathbf{x} \in \mathbb{R}^{d}: \mathbf{x}=\mathbf{A} \mathbf{y}+\mathbf{b}, \mathbf{y} \in \mathbb{R}^{k}\right\} \tag{1}
\end{equation*}
$$

We ask that the columns of $\mathbf{A}$ are orthonormal and that $\mathbf{A}^{\top} \mathbf{b}=\mathbf{0}$. This implies that $\mathbf{b}$ is the vector to the point closest to the origin and is unique. Under this condition, the representation $y$ in Eq. (1) has been referred to as orthogonal affine coordinates [22, 23]. We may arbitrarily change the basis of these coordinates with an orthogonal transformation $\mathbf{O} \in \mathbb{R}^{k \times k}$ without affecting the flat. So $(\mathbf{A O}, \mathbf{b}), \mathbf{O}^{\top} \mathbf{O}=\mathbf{I}$ describes the set of equivalent representations of $\mathcal{F}$.

Stiefel and Grassmann-Plücker coordinates The affine Grassmannian in parameter form can be embedded into a (standard) Grassmannian one dimension higher, similar to Euclidean points being represented as lines in homogeneous coordinates: given a $k$-flat $(\mathbf{A}, \mathbf{b})$, it is treated as a $k+1$ plane in $\mathbb{R}^{d+1}$ spanned by $\left(\mathbf{A}^{\top}, \mathbf{0}\right)^{\top}$ and $\left(\mathbf{b}^{\top}, 1\right)^{\top}$. Normalizing the last basis vector leads to the (homogeneous) Stiefel coordinates [11, 22] for a $k$-flat $\mathcal{F}$ :

$$
\mathbf{Y}=\left[\begin{array}{cc}
\mathbf{A} & \mathbf{b} / \sqrt{1+\|\mathbf{b}\|^{2}}  \tag{2}\\
\mathbf{0}^{\top} & 1 / \sqrt{1+\|\mathbf{b}\|^{2}}
\end{array}\right]
$$

This representation of a flat still admits orthogonal transformations that map $\operatorname{span}(\mathbf{Y})$ into $\operatorname{span}(\mathbf{Y})$. To reduce the degrees of freedom, one may represent the parallelotope spanned by the basis of this linear space as the exterior product of the basis vectors. This construction is known as the Plücker embedding [27]. Intuitively, one may think of the representation as the signed (hyper)areas of the shadows of the parallelotope onto all $k$-planes spanned by the axes of a fixed coordinate system. These (hyper)areas are independent of the choice of the vectors $\mathbf{A}^{\prime}$ spanning the parallelotope, with the only degree of freedom being the total signed volume of the parallelotope. This suggests that the resulting representation consisting of $\binom{d}{k}$ elements is unique up to scale for a given flat. In general, $\binom{d}{k}>(k+1)(d-k)$, so only a subset of the coordinates corresponds to flats. This subset is described as the intersection of quadratic surfaces, the Grassmann-Plücker relations. The particular case of affine lines $(k=1)$ in $(d=3)$-space of this representation is well known as Plücker coordinates ${ }^{1}$.

Normal form We may also represent the flat $\mathcal{F}$ as the intersection of $\bar{k}$ hyperplanes, each defined as $\mathbf{n}_{i}^{\top} \mathbf{x}=c_{i}$. Writing the normal vectors $\mathbf{n}_{i}$ as rows of a matrix $\mathbf{N} \in$ $\mathbb{R}^{\bar{k} \times d}$ and the offsets as a vector $\mathbf{c} \in \mathbb{R}^{\bar{k}}$, the flat is represented as:

$$
\begin{equation*}
\mathcal{F}=\left\{\mathbf{x} \in \mathbb{R}^{d}: \mathbf{N} \mathbf{x}=\mathbf{c}\right\} \tag{3}
\end{equation*}
$$

Note that the row space of $\mathbf{N}$ is the orthogonal complement of the column space of $\mathbf{A}$ in $\mathbb{R}^{d}$. As before, we ask that the basis is chosen orthonormal. Under this condition, the vector $\mathbf{c}$ contains the signed distances of the hyperplanes to the origin (see Fig. 1 (left) for an illustration). Note that equality in Eq. (3) is preserved for any change of basis $\mathbf{O} \in \mathbb{R}^{\bar{k} \times \bar{k}}$ and that the rows of $\mathbf{O N}$ remain orthonormal if $\mathbf{O}$ is orthogonal. Thus, in normal form, the set $(\mathbf{O N}, \mathbf{O c})$ describes the same flat $\mathcal{F}$.

[^0]

Figure 1. Left: The squared distance between a point (black) and a line (red) corresponds to the sum of squared distances to two orthogonal hyperplanes (blue and green) whose intersection is the line. Right: The connection between the squared distance field $q$ of a line in $\mathbb{R}^{2}$, its parametric representation $\left(\mathbf{a}_{1}, \mathbf{b}\right)$ and normal representation $\left(\mathbf{n}_{1}, c_{1}\right)$.

Squared distance function The normal representation of $\mathcal{F}$ yields the distances to the hyperplanes for any $\mathbf{x} \in \mathbb{R}^{d}$ as $\mathbf{N x}-\mathbf{c}$. We can get the squared distance by computing the the squared norm of this vector:
$d_{\mathcal{F}}^{2}(\mathbf{x})=(\mathbf{N} \mathbf{x}-\mathbf{c})^{\top}(\mathbf{N} \mathbf{x}-\mathbf{c})=\mathbf{x}^{\top} \mathbf{N}^{\top} \mathbf{N} \mathbf{x}-2 \mathbf{c}^{\top} \mathbf{N} \mathbf{x}+\mathbf{c}^{\top} \mathbf{c}$.
Note that the squared distance field is unaffected by starting from a different orthogonal normal frame ON and corresponding distance vector $\mathbf{O c}$ : the resulting distances are $\mathbf{O}\left(\mathrm{Nx}_{\mathrm{x}}-\mathbf{c}\right)$ and the inner product $\mathbf{O}^{\top} \mathbf{O}=\mathbf{I}$ cancels. This means the symmetric positive semi-definite (PSD) matrix $\mathbf{Q}=\mathbf{N}^{\top} \mathbf{N}$, the vector $\mathbf{r}=-\mathbf{N}^{\top} \mathbf{c}$ and the scalar $s=\mathbf{c}^{\top} \mathbf{c}$ uniquely describe a $k$-flat as

$$
\begin{equation*}
\mathcal{F}=\left\{\mathbf{x} \in \mathbb{R}^{d}: d_{\mathcal{F}}^{2}(\mathbf{x})=\mathbf{x}^{\top} \mathbf{Q} \mathbf{x}+2 \mathbf{r}^{\top} \mathbf{x}+s=0\right\} \tag{5}
\end{equation*}
$$

Any non-zero scalar multiple of the triple $(\mathbf{Q}, \mathbf{r}, s)$ of the squared distance field has the same zero-set, so we may interpret this representation as a homogeneous coordinate for $k$-flats. Similar to Plücker-Grassmann coordinates, only a subset of symmetric matrices $\mathbf{Q}$, vectors $\mathbf{r}$, and scalars $s$ correspond to $k$-flats. Note that $\mathbf{Q}$ contains the bases encoded by $\mathbf{A}$ and $\mathbf{N}$ as eigenspaces corresponding to the eigenvalues 0 and 1 . So $\mathbf{Q}$ is characterized by the spectrum consisting of the eigenvalues 0 with multiplicity $k$ and 1 with multiplicity $\bar{k}$.

The vector $\mathbf{r}$ has been constructed as $-\mathbf{N}^{\top} \mathbf{c}$, so it is a linear combination of the normals and has to be an eigenvector of $\mathbf{Q}$ with eigenvalue 1 .

Since $\mathbf{Q}$ is PSD, the zero set is equivalent to the local minima of the squared distance field and could be computed by setting the gradient $2 \mathbf{Q x}+2 \mathbf{r}$ to zero. This allows recovering $s$ from $(\mathbf{Q}, \mathbf{r})$ by asking that the squared distances evaluate to zero for the minima, yielding

$$
\begin{equation*}
s=\mathbf{r}^{\top} \mathbf{Q}^{+} \mathbf{r}=\mathbf{r}^{\top} \mathbf{Q} \mathbf{r}=\mathbf{r}^{\top} \mathbf{r} \tag{6}
\end{equation*}
$$

where we have exploited that $\mathbf{Q}$ is its own pesudo-inverse under the assumptions on its spectrum and that $\mathbf{r}$ is an eigenvector with eigenvalue one. Since $s$ is redundant, we can represent flats by the pair $(\mathbf{Q}, \mathbf{r})$. We summarize its relation to the standard parameter form $(\mathbf{A}, \mathbf{b})$ below:

$$
\begin{equation*}
(\mathbf{Q}, \mathbf{r})=\left(\mathbf{I}-\mathbf{A} \mathbf{A}^{\top},-\mathbf{b}\right) \quad(\mathbf{A}, \mathbf{b})=(\operatorname{ker}(\mathbf{Q}),-\mathbf{r}) \tag{7}
\end{equation*}
$$

Fig. 1 (right) illustrates the connection to both standard and normal forms.

## 3. Related work: Riemannian centers of mass

Recall that the Grassmannian is a smooth compact manifold. Let $\left\{\mathcal{P}_{i}\right\}$ represent $k$-planes, then least-squares fitting a $k$-plane to this data implies

$$
\begin{equation*}
m=\underset{\mathcal{P} \in \operatorname{Gr}(k, d)}{\arg \min } \sum_{i} d^{2}\left(\mathcal{P}, \mathcal{P}_{i}\right) \tag{8}
\end{equation*}
$$

where $d$ is a metric. In fact, this is a way of computing a mean in Riemannian manifolds and has been aptly termed Riemannian center of mass [17], now often referred to as Karcher mean. Note that by embedding $\operatorname{Graff}(k, d)$ into $\operatorname{Gr}(k+1, d+1)$, we can use the same approach for fitting a $k$-flat to given $k$-flats. In the following, we will first explain the metric we have found to be commonly used in our context, and then how to extend the basic ideas to linear subspaces of varying dimensions.

Principal angles and metric The concept of angles between two lines (in the plane or in space), two planes or a line and a plane in space can be generalized to flats of any dimension. Given a $k$-plane represented by $\mathbf{A}_{1}$ and an $l$ plane represented by $\mathbf{A}_{2}$ and assuming $k \leq l$, the principal angles are a set of $k$ mutual angles $0 \leq \theta_{1} \leq \ldots \leq \theta_{k} \leq \frac{\pi}{2}$ that are defined recursively as:

The vectors $\left(\mathbf{u}_{i}, \mathbf{v}_{i}\right)$ forming the principal angles are the principal vectors. The principal angles and vectors can be computed via a (reduced) Singular Value Decomposition (SVD) [4]. When decomposing $\mathbf{A}_{1}^{\top} \mathbf{A}_{2}=\mathbf{U} \boldsymbol{\Sigma} \mathbf{V}^{\top}$ with $\boldsymbol{\Sigma}=\operatorname{diag}\left(\sigma_{1}, \ldots, \sigma_{k}\right)$, the principal vectors are the columns of $\mathbf{A}_{1} \mathbf{U}$ and $\mathbf{A}_{2} \mathbf{V}$, respectively, and the corresponding principal angles are given by $\theta_{i}=\cos ^{-1}\left(\sigma_{i}\right)$. A commonly used metric on $\operatorname{Gr}(k, d)$ constructed from the principal angles is $\left(\sum_{i=1}^{k} \theta_{i}^{2}\right)^{1 / 2}$.

While one can compute principal angles between flats in the very same way, the angles lack information about the displacement between the flats if they are not intersecting
(e.g., consider two skew lines in 3-space). The distance due to rotation of the linear subspaces and translation of the points closest to the origin are automatically reconciled by using the Stiefel coordinates introduced above. The resulting principal angles in this embedding have been referred to as affine principal angles [22]. Moreover, optimization as necessary here for computing the mean is well-understood in Stiefel manifolds [2], and we detail the computation of means next.

Computing the mean in Stiefel coordinates Let flats $\mathcal{F}_{i}$ be given and represented in Stiefel coordinates $\mathbf{Y}_{i}$. For Stiefel coordinate $\mathbf{Y}$, the gradient of the sum of squared distances in Eq. (8) is given by [18]

$$
\begin{equation*}
-\sum_{i=1}^{m} \exp _{\mathbf{Y}}^{-1}\left(\mathbf{Y}_{i}\right) \tag{10}
\end{equation*}
$$

with $\exp _{\mathbf{Y}}^{-1}(\mathbf{X})$ denoting the derivative of the geodesic that connects $\mathbf{Y}$ and $\mathbf{X}$. As the affine principal angles, similar to principal angles for planes as in Eq. (9), are also defined for flats of different dimensions, geodesic distances between flats of different dimensions and their gradient can be computed in a similar manner as described in $[22,36]$. The gradient can be exploited to minimize the sum of squared geodesic distances in an iterative minimization scheme such as gradient descent or Newton's method on Stiefel manifolds [1, 2, 8]. This essentially requires reorthogonalization of $\mathbf{Y}$ after each descent step.

In our implementation, we used a variable step size gradient descent scheme but avoided computing the Hessian. For further information on the gradient computation, our adaptation to flats of different dimensions, and the orthogonalization scheme we found to yield the best results, we refer to the supplementary material.

## 4. Method

Given a set of flats $\left\{\mathcal{F}_{i}\right\}$, we want to fit a flat $\hat{\mathcal{F}}$ with fixed dimension $k$ in the least-squares sense. We start by revisiting the case of fitting a point, i.e., the case $k=0$, and then extend the approach to $k>0$.

Fitting a point The sum of squared distances to flats from an arbitrary point x can be written as the sum of the squared distance fields to the flats:

$$
\begin{align*}
\sigma^{2}(\mathbf{x}) & =\sum_{i} d_{\mathcal{F}_{i}}^{2}\left(\mathbf{x}^{*}\right)  \tag{11}\\
& =\mathbf{x}^{\top}\left(\sum_{i} \mathbf{Q}_{i}\right) \mathbf{x}+2\left(\sum_{i} \mathbf{r}_{i}\right) \mathbf{x}+\sum_{i} s_{i} \\
& =\mathbf{x}^{\top} \mathbf{Q}^{*} \mathbf{x}+2 \mathbf{r}^{*} \mathbf{x}+s^{*} \tag{12}
\end{align*}
$$

```
Algorithm 1: Closest Flat (Mean-SDF)
    Input : Flats (of arbitrary dimension) as squared
            distance fields \(\left(\mathbf{Q}_{1}, \mathbf{r}_{1}\right), \ldots,\left(\mathbf{Q}_{m}, \mathbf{r}_{m}\right)\)
    Output: \(k\)-Flat in parameter form \((\mathbf{A}, \mathbf{b})\)
    begin
        \(\mathbf{Q}^{*} \leftarrow \sum_{i=1}^{m} \mathbf{Q}_{i}\)
        \(\mathbf{r}^{*} \leftarrow \sum_{i=1}^{m} \mathbf{r}_{i}\)
        \(\mathbf{U D U}^{\top} \leftarrow \mathbf{Q}^{*} / /\) Eigendecomposition,
            see Eq. 14 for conventions
        \(\mathbf{A} \leftarrow\left[\mathbf{u}_{1}, \ldots, \mathbf{u}_{k}\right] / /\) Eq. 15
        \(\mathbf{Q}^{*+} \leftarrow \mathbf{U D}^{+} \mathbf{U}^{\top}\)
        \(\mathbf{b} \leftarrow\left(\mathbf{I}-\mathbf{A} \mathbf{A}^{\top}\right) \mathbf{Q}^{*+} \mathbf{r}^{*}\)
    end
```

The minimal value is attained at a critical point and can be found by setting the gradient to zero, yielding the necessary condition $\mathbf{Q}^{*} \hat{\mathbf{x}}=\mathbf{r}^{*}$. If this sum of squared distances has a unique minimum, the linear system has a unique solution.

Notice that simply adding the representations of the flats is quite convenient, particularly in applications where flats are being added dynamically: this is commonly exploited in computer graphics for modeling with piecewise planar surfaces. By associating squared distances with the planar polygons, it is easy to measure changes to the shape relative to the original shape, most prominently used in surface simplification [10]. Conversely, the same concept can be used for fitting planes to sample points [38].

Fitting discretely sampled flats Now let us consider the case $k=1$, an affine line. Naturally, one would ask that the sum of squared distances over all points on the line are minimized. This leads to an indefinite integral that takes on a finite value only in degenerate cases. It is illuminating, however, to start with a finite number $m$ of samples of the line: represent the line in parameter form as $y \mathbf{a}+\mathbf{b}$ with $\|\mathbf{a}\|=1$ and sample it in parametric locations $\left\{y_{j}\right\}$. We assume that these locations are mean-unbiased, i.e. $\sum_{j} y_{j}=0$. The sum of squared distances summed up over all samples is

$$
\begin{equation*}
\sum y_{j}^{2} \mathbf{a}^{\top} \mathbf{Q}^{*} \mathbf{a}+m \mathbf{b}^{\top} \mathbf{Q}^{*} \mathbf{b}+2 m \mathbf{b}^{\top} \mathbf{r}^{*}+m s^{*} \tag{13}
\end{equation*}
$$

where we have already removed all terms with the factor $\sum_{j} y_{j}=0$. We notice that we can independently optimize for $\mathbf{a}$ and $\mathbf{b}$. For a we are looking to minimize $c \mathbf{a}^{\top} \mathbf{Q} \mathbf{a}$ with positive $c=\sum_{j} y_{j}^{2}$ subject to $\|\mathbf{a}\|=1$. This means $\mathbf{a}$ is the eigenvector of $\mathbf{Q}^{*}$ corresponding to the smallest eigenvalue. The positive constant $c$ has no consequences. For $\mathbf{b}$ we find that it has to satisfy $\mathbf{Q}^{*} \mathbf{b}=\mathbf{r}^{*}$ (regardless of the sampling $\left.\left\{y_{j}\right\}\right)$. The resulting pair ( $\mathbf{a}, \mathbf{b}$ ) describes the desired line, but is not yet in standard form, because $\mathbf{b}$ is not necessarily orthogonal to $\mathbf{a}$. This can be achieved by replacing $\mathbf{b}$ with $\mathbf{b}-\left(\mathbf{a}^{\top} \mathbf{b}\right) \mathbf{a}$.

It is straightforward to extend this analysis to $k$-flats for $k>1$. We find that the basis $\mathbf{A}$ has to be chosen as the eigenvectors corresponding to the smallest $k$ eigenvalues of $\mathbf{Q}^{*}$. To make this concrete, let

$$
\begin{align*}
\mathbf{Q}^{*} & =\mathbf{U D U}^{\top}, \quad \mathbf{U}^{\top} \mathbf{U}=\mathbf{I} \\
\mathbf{D} & =\operatorname{diag}\left(\lambda_{1}, \ldots, \lambda_{d}\right), \quad 0 \leq \lambda_{0} \leq \ldots \leq \lambda_{d-1} \tag{14}
\end{align*}
$$

then A consists of the first $k$ columns of $\mathbf{U}$ :

$$
\begin{equation*}
\mathbf{U}=\left[\mathbf{u}_{1}, \ldots, \mathbf{u}_{d}\right] \quad \Longrightarrow \quad \mathbf{A}=\left[\mathbf{u}_{1}, \ldots, \mathbf{u}_{k}\right] \tag{15}
\end{equation*}
$$

The condition $\mathbf{Q}^{*} \mathbf{b}=\mathbf{r}^{*}$ is independent of $k$ and bringing it into standard parameter form leads to

$$
\begin{equation*}
\mathbf{b}=\left(\mathbf{I}-\mathbf{A} \mathbf{A}^{\top}\right) \mathbf{Q}^{*^{+}} \mathbf{r}^{*} \tag{16}
\end{equation*}
$$

Note that this solution is independent of the number of samples and their distribution. In fact, it extends to any weighting of the point samples as long as the weighted mean is still zero. With appropriate weighting, we could make sure that the constant $c$ remains finite for infinite sampling, including a dense sampling of the line. This means the choice for ( $\mathbf{A}, \mathbf{b}$ ) described in Eqs. (15) and (16) solve the fitting problem for flats in the least-squares sense. Alg. 1 summarizes the described procedure in pseudocode.

Complexity Assuming we start from flats given in parameter form $\left(\mathbf{A}_{i}, \mathbf{b}_{i}\right)$ building the matrices $\mathbf{Q}_{i}=\mathbf{I}-\mathbf{A} \mathbf{A}^{\top}$ is $\mathcal{O}\left(k d^{2}\right)$ for each flat. Summing up $\mathbf{Q}^{*}$ and $\mathbf{r}^{*}$ is linear in the number of flats and the number of coefficients in the matrices and vectors. The most complex operation is the necessary eigendecomposition of $\mathbf{Q}^{*}$, which is $\mathcal{O}\left(d^{3}\right)$. We implement this using known closed-form solutions for $d=2,3$ [7] and a symmetric QR algorithm [12] for $d>3$. Overall, the complexity of fitting a $k$-flat in this way to a set of arbitrary flats is identical to the complexity of fitting flats to points using the PCA. This appears to be quite natural, yet it is remarkable that existing solutions (to our knowledge) are significantly more involved and much slower in practice (see also Sec. 5).

Uniqueness and degeneracies All steps in the above fitting procedure are uniquely determined, except for selecting the eigenvectors $\mathbf{A}$ corresponding to the smallest $k$ eigenvalues of $\mathbf{Q}^{*}$. This step assumes that $\lambda_{k}$ is strictly smaller than $\lambda_{k+1}$.

The dependence of the spectrum of the sum of matrices on the spectra of the summands is generally quite involved [ 9,20 , but it is worth pointing out some special cases in our context: (1) If all input flats are points, then $\mathbf{Q}^{*}$ also represents a point, i.e., all its eigenvalues are identical. So while our approach works for arbitrary $k$-flats, it fails for the special case $k=0$ for all flats (which is exactly
what the PCA solves). (2) Two orthogonal lines in $\mathbb{R}^{2}$, three mutually orthogonal planes in $\mathbb{R}^{3}$, or more generally $d$ mutually orthogonal $d-1$ flats in $\mathbb{R}^{d}$ result in an isotropic squared distance field, so all eigenvalues of $\mathbf{Q}^{*}$ are identical. (3) Similar statements can be made for subspaces, leading to parts of the spectrum being isotropic. For example, two non-intersecting lines in $\mathbb{R}^{3}$ with orthogonal directions uniquely define a plane, but every line in the plane spanned by the directions is an equally good fit.

Equivariance It seems very natural to ask that least squares fitting is isometry invariant. The isometries of affine spaces are rigid transformations and reflections. This means we expect that if the input is rigidly transformed and reflected, the fitted flat undergoes the same transformation - it is equivariant to these transformations.

This property is not difficult to show for the procedure above. Instead of $\mathbf{x}$, we plug in the transformed point $\mathbf{R x}+\mathbf{t}$, where $\mathbf{R}$ is an orthogonal transformation in $\mathbb{R}^{d}$ and $\mathbf{t} \in \mathbb{R}^{d}$ a translation. What we find is that in the sum of squared distances Eq. (13), the term $c \mathbf{a}^{\top} \mathbf{Q}^{*} \mathbf{a}$ transforms into $c \mathbf{a}^{\top} \mathbf{R}^{\top} \mathbf{Q}^{*} \mathbf{R a}$, indicating that the direction vector $\mathbf{a}$ has to be rotated by $\mathbf{R}$, as expected. For the terms involving $\mathbf{b}$ we get $(\mathbf{b}+\mathbf{t})^{\top} \mathbf{Q}^{*}(\mathbf{b}+\mathbf{t})+2(\mathbf{b}+\mathbf{t})^{\top} \mathbf{r}^{*}$ and setting the gradient w.r.t. $\mathbf{b}$ to zero yields $\mathbf{Q}^{*}(\mathbf{b}+\mathbf{t})=-\mathbf{r}^{*}$, again, as expected. Note that the standard form for $\mathbf{b}$ as computed in Eq. (16) is not necessarily translated by $\mathbf{t}$, as the projection onto $\mathbf{A}$ is removed.

It seems worth pointing out that, as natural as this property may appear, the Riemannian center on the affine Grassmannian varies with the translation of the coordinate system. We demonstrate this with examples in the supplementary material.

Elementary properties At least for two $k$-flats, we can formulate what we expect for their mean: if the two flats intersect, the mean should be the bisector; and if they are parallel, the mean should be parallel and have the same distance to both of them.

In fact, both properties directly follow from the fact that the computations are symmetric in the inputs and equivariant to translations and reflections. To see this, translate the flats so that they are symmetric w.r.t. the origin. Then reflection at the origin has no effect on the input, so the output has to respect the symmetry as well.

Interpretation as projected mean Consider the fitting as starting from a set of flats represented by the pairs $\left(\mathbf{Q}_{i}, \mathbf{r}_{i}\right)$ and generating the mean in this form as $(\hat{\mathbf{Q}}, \hat{\mathbf{r}})$. In this setting, we may interpret the procedure as: first, compute the mean in the ambient space of symmetric PSD matrices and Euclidean vectors and, second, project onto the manifold of matrices and vectors representing $k$-flats.

Clearly, $\left(\mathbf{Q}^{*}, \mathbf{r}^{*}\right)$ arise from the set of $\mathbf{Q}_{i}, \mathbf{r}_{i}$ as a mean (modulo irrelevant scale factors). Given $\mathbf{Q}^{*}$, we constructed A based on the eigenvector corresponding to the smallest eigenvectors. This suggests that the normal space $\mathbf{N}$ contains the eigenvectors corresponding to the largest eigenvectors. Or, in other words, the fitted flat is represented by $\hat{\mathbf{Q}}$ with the same eigenspace as $\mathbf{Q}^{*}$, but the $k$ smallest eigenvalues mapped to zero and the remaining eigenvalues mapped to one. Recall the decomposition of $\mathbf{Q}^{*}$ in Eq. (14), then we get

$$
\begin{equation*}
\hat{\mathbf{Q}}=\mathbf{U} \operatorname{diag}(\underbrace{0, \ldots, 0}_{k \text { times }}, 1, \ldots, 1) \mathbf{U}^{\top} . \tag{17}
\end{equation*}
$$

And $\hat{\mathbf{r}}$ is related to $\mathbf{b}$ in Eq. (16) simply by $\hat{\mathbf{r}}=-\mathbf{b}=$ $-\mathbf{Q} \mathbf{Q}^{*+} \mathbf{r}^{*}$.

We want to show that this mapping is an orthogonal projection. For the PSD matrix, we claim that any unitarily invariant norm in the space of symmetric PSD matrices is minimized. To see this, consider minimizing $\left\|\mathbf{Q}^{*}-\mathbf{X}\right\|$ among symmetric matrices $\mathbf{X}$ having the desired spectrum $\left(\mathbf{0}_{k}^{\top}, \mathbf{1}_{\bar{k}}^{\top}\right)$. If $\mathbf{X}$ has this spectrum then so does $\mathbf{X}^{\prime}=\mathbf{U X} \mathbf{U}^{\top}$ so we get the equivalent minimization problem

$$
\begin{equation*}
\underset{\lambda\left(\mathbf{X}^{\prime}\right)=\left(\mathbf{0}_{k}^{\top}, \mathbf{1}_{\frac{1}{k}}^{\mathrm{T}}\right)}{\arg \min }\left\|\mathbf{D}-\mathbf{X}^{\prime}\right\|, \quad \mathbf{D}=\mathbf{U}^{\top} \mathbf{Q}^{*} \mathbf{U} . \tag{18}
\end{equation*}
$$

Mirsky [28] has shown that for any matrix the norm of the difference is not smaller than the norm difference of the sorted singular values. For symmetric PSD matrices, the singular values are the eigenvalues. So we have

$$
\begin{equation*}
\left\|\mathbf{D}-\mathbf{X}^{\prime}\right\| \geq\left\|\mathbf{D}-\operatorname{diag}\left(\mathbf{0}_{k}^{\top}, \mathbf{1}_{\bar{k}}^{\top}\right)\right\| \tag{19}
\end{equation*}
$$

showing that the best solution for $\mathbf{X}^{\prime}$ is the diagonal matrix, and we find $\mathbf{X}=\mathbf{U}^{\top} \mathbf{X}^{\prime} \mathbf{U}$ as constructed.

For $\hat{\mathbf{r}}$, we see that it minimizes $\left\|\hat{\mathbf{r}}+\hat{\mathbf{Q}} \mathbf{Q}^{*} \mathbf{r}^{*}\right\|$.

Means in other norms The interpretation of the leastsquares fitting as first computing the $L_{2}$-mean in the space of matrix and vector coefficients of the representation ( $\mathbf{Q}, \mathbf{r}$ ) and then projecting back onto the manifold of $k$ flats suggest a simple approximation of other means: we can compute any $L_{p}$ mean in the space of the matrix and vector computations and then project. This reduces the problem of computing $L_{p}$ means to the well-understood problem of doing so in Euclidean spaces.

We particularly consider the case of the $L_{1}$-norm, or geometric median, as it is known to be robust against outliers. For this, we use Weiszfeld's algorithm [34], which is essentially an iterative re-weighted least squares method. As we show in Sec. 5, it indeed shows robustness to outliers, and is not only significantly simpler to implement than Riemannian $L_{p}$ centers of mass [3], but also preserves the equivariance properties that are missing from the methods based on Stiefel coordinates.

## 5. Experiments

We demonstrate in the following experiments that our method is both faster and yields more useful results compared to optimization in the affine Grassmannian [22], and provide a brief experiment in a realistic application scenario for reconstructing line-like objects from more than two views. All results reported are based on implementations in C++ using the Eigen library [15] for numerical linear algebra. Running times were gathered on a computer with an Intel i5-13600K CPU and 32GB RAM.

Data generation We randomly generate a target $k$-flat $\mathcal{F}^{*}$ in standard form $\left(\mathbf{A}^{*}, \mathbf{b}^{*}\right)$. Then, we generate $m$ flats of dimension $l$ by sampling $n \geq d$ random points $\mathbf{x}_{i}=$ $\mathbf{b}^{*}+\mathbf{A}^{*} \mathbf{y}_{i}+\xi_{i}$ in a sample interval of $\mathbf{y}_{i} \in[-10,10]^{k}$ and displacing them with additive, zero-mean Gaussian noise $\xi_{i} \sim \mathcal{N}\left(\mathbf{0}, \sigma^{2} \mathbf{I}\right)$. Subsequently, PCA is used to fit an $l$-flat to the $n$ sampled points. The noise on the sample points is intended to simulate measurement and calibration errors from the real world. This procedure is repeated until $m$ flats $\left\{\mathcal{F}_{1}, \ldots, \mathcal{F}_{m}\right\}$ are generated as observations to reconstruct $\mathcal{F}^{*}$.

Iterative approach on the Grassmannian As a comparison to our method, we optimize the objective in Eq. (8) using gradient descent on the Stiefel manifold. We use a combination of the Frobenius norm of the gradient, the difference between two consecutive iterates, and the number of iterations as the stopping criteria.

Our method We use our method from Eq. (15) and Eq. (16) in two variations. In the first one, we compute $\mathbf{Q}^{*}$ and $\mathbf{r}^{*}$ as the arithmetic mean of the respective matrices $\left\{\mathbf{Q}_{i}\right\}$ and $\left\{\mathbf{r}_{i}\right\}$ (Mean-SDF). In the second one, we compute $\mathbf{Q}^{*}$ and $\mathbf{r}^{*}$ as the median of the respective matrices using Weiszfeld's algorithm, where we use the Frobenius norm for computing $\mathbf{Q}^{*}$ and the Euclidean norm for $\mathbf{r}^{*}$ (MedianSDF). Although the projection is identical to the previous case, with this method, we may get more stable results in the presence of outliers.

Metrics To compare the reconstructed flat $\mathcal{F}^{\prime}$ to the original $\mathcal{F} *$, we use their principal angle(s) $\theta_{1}, \ldots, \theta_{k}$ and their least-squares distance [14]

$$
\begin{equation*}
d_{\min }\left(\mathcal{F}^{*}, \mathcal{F}^{\prime}\right)=\min _{\mathbf{x}^{*} \in \mathcal{F}^{*}, \mathbf{x}^{\prime} \in \mathcal{F}}\left\|\mathbf{x}^{*}-\mathbf{x}^{\prime}\right\| \tag{20}
\end{equation*}
$$

as separate metrics.

Efficiency Fig. 2 shows the average running time of our method and the method from [22] over ten trials on a $\log$ scale. For each dimension of the ambient space $d \in$


Figure 2. Running time comparison between our methods and the iterative optimization on the affine Grassmannian (Graff) for different dimensions of flats and ambient space but constant input size $m=20$ and noise level $\sigma=0.2$.


Figure 3. Comparison between the mean and the median estimation of $\mathbf{Q}^{*}$ and $\mathbf{r}^{*}$ using our method. A line (red) that is the intersection of four planes (yellow) is reconstructed while having a fifth plane as an outlier (purple). On the left, only the displacement of the outlier is off. On the right, both orientation and displacement are off. The Mean-SDF method yields the blue line, while the green line is the output of the Median-SDF method.
$\{4, \ldots, 20\}$, three different experiments were conducted: (1) reconstructing a line from other lines $\left(k_{\text {in }}=k_{\text {out }}=1\right)$, (2) reconstructing a line from hyperplanes $\left(k_{\text {in }}=d-1\right.$, $k_{\text {out }}=1$ ), and lastly (3) reconstructing a hyperplane from hyperplanes ( $k_{\text {in }}=k_{\text {out }}=d-1$ ). In every case, we chose the number of input flats as $m=d$. A limit of 200 iterations was set for the iterative optimization. It is to be expected that our method is significantly faster than the iterative computation of the Riemannian center, and our results clearly show that this is the case. The running time of our method is similar for all cases irrespective of the dimension of the input and output flats, which is, to some degree, expected, as our method mainly involves the diagonalization of a $d \times d$ matrix whose dimensionality only depends on the dimension of the ambient space. We note that the dimension of the ambient space $d$ is likely to be less pronounced for a larger number of samples $m$, as then the assembly of $\mathbf{Q}^{*}, \mathbf{r}^{*}$ might dominate the computation.

Accuracy Tab. 1 shows distances of a reconstructed affine line from planes in $\mathbb{R}^{3}$. While we are aware that, in this par-

Table 1. The minimum distance $d_{\text {min }}$ and (principal) angle $\theta$ between a target line $\mathcal{F}^{*}$ and its reconstruction $\mathcal{F}^{\prime}$ in $\mathbb{R}^{3}$ from $m=20$ planes, averaged over ten trials. Top: varying noise levels $\sigma$ with no outliers. Bottom: varying percentage of outliers with constant noise level $\sigma=0.2$. The best result for each condition is highlighted in bold, the second best is underlined.

|  | Graff |  | Mean-SDF |  | Median-SDF |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\downarrow d_{\text {min }}$ | $\downarrow \theta$ | $\downarrow d_{\text {min }}$ | $\downarrow \theta$ | $\downarrow d_{\text {min }}$ | $\downarrow \theta$ |
| Noise $\sigma$ |  |  |  |  |  |  |
| 0.5 | 0.2174 | $\underline{0.0402}$ | 0.1292 | 0.0381 | 0.1192 | 0.0434 |
| 1.0 | 0.3411 | 0.1112 | 0.2417 | 0.0913 | 0.1870 | 0.0817 |
| 1.5 | 0.3953 | 0.3240 | 0.3297 | 0.1357 | 0.2697 | 0.1252 |
| 2.0 | 0.4167 | 0.3914 | 0.4843 | 0.1045 | 0.2854 | $\underline{0.1095}$ |
| 2.5 | 0.5946 | 0.4817 | 0.4599 | $\underline{0.1374}$ | 0.3200 | 0.1339 |
| Outlier \% |  |  |  |  |  |  |
| 0.0 | 0.2325 | 0.0212 | 0.0227 | $\underline{0.0190}$ | 0.0929 | 0.0177 |
| 0.1 | 0.1801 | 0.0242 | 2.6684 | 0.0438 | 0.1274 | $\underline{0.0423}$ |
| 0.2 | $\underline{0.1892}$ | 0.0189 | 6.6070 | 0.0696 | 0.0919 | $\underline{0.0518}$ |
| 0.3 | 0.2944 | 0.0387 | 8.2614 | 0.0951 | 0.1650 | $\underline{0.0822}$ |
| 0.4 | 0.2891 | 0.0325 | 12.4167 | 0.1880 | 0.2195 | 0.1764 |
| 0.5 | 0.3917 | 0.0568 | 15.0596 | 0.2536 | 0.3857 | 0.2232 |

ticular scenario, other techniques could have been used, it still serves to illustrate the difference between our method and computations in the affine Grassmannian, which we have found to be consistent across dimensions of flats and ambient dimension.

The upper half shows results for experiments with only Gaussian noise added. For the remaining rows in Tab. 1, we have added outliers to the data (see Fig. 3). It is evident that our Mean-SDF variant is not robust to outliers, especially in terms of displacement, in which the results appear to be worse than the iterative method. Yet the Median-SDF variant recovers from this loss of robustness, especially in terms of the translation distance, even with a high proportion of outliers, and provides the best overall results. The difference between our two variants is visualized in Fig. 3.

Application: Archery A possible application is line reconstruction in multiple-view geometry. Imagine a line-like object being extracted in more than 2 registered cameras. For each camera, the line in screen space creates an instance of a plane in world-space, containing the line in 3 -space. These planes are expected to intersect in the common line, but due to noise in calibration and registration of the camera as well as in the feature extraction in the discrete images this will not be the case. The standard approach to this problem is to represent the planes as a matrix $\mathbf{M}$ by stacking the normal representation $\mathbf{N}_{i}$ (see Sec. 2) in rows and apply the SVD to find the best rank-2 approximation with respect to the Frobenius norm. The kernel of the resulting rank-reduced matrix represents the line. We note that the


Figure 4. Multiple views of an archery target. Given the camera parameters, the re-projected arrows form planes in world space that do not intersect due to detection and calibration errors. Our method can be used to find a good representative. The original arrow is colored in red, given a bad calibrated camera our result is colored in blue and the rank minimization approach [16] is colored in green.
properties of this approach in the presence of noise are not clear, because the normal representation is not unique and, as a consequence, it is not clear what is being minimized. In our method, it is clear that the least-squares distance of the reconstructed line to the planes is being minimized, as we showed that this happens for any sampling of the liner.

We compare the two approaches using a synthetic archery example, where we try to reconstruct the arrows in 3D space. A scene is rendered from four different perspectives and the cameras are calibrated with moderate noise being introduced. We then 'shoot' random arrows onto the target and detect the features in the image spaces of the cameras. As expected, the results for the rankminimization [16] depends on the choice of representation of the planes. Fig. 4 shows the results for a typical case, comparing to our results. While our method naturally yields consistent reconstruction very close to ground truth, rankminimization is significantly off in some cases.

## 6. Discussion

The method for least-squared fitting of flats to flats based on squared distance functions, as simple as it is, exhibits various nice properties that are not present in other, seemingly more principled approaches such as the manifold of affine Grassmannians. We are unaware of any construction that offers the desired equivariance to the isometries of affine space for means or fitting procedures of flats in arbitrary dimensions (without shifting the input to compensate for the missing equivariance to translations [24]). We briefly comment below on a possible similar construction using Grassmann-Plücker coordinates, and then mention some further use cases and investigations.

## Interpolation in Grassmann-Plücker coordinates

 Since Plücker coordinates are unique up to scale, one might want to try, similar to the interpretation of our approach, computing the mean of the coefficients and then projecting back onto the space described by the Grassmann-Plücker relations.Taking the mean of the coefficient requires selecting an appropriate scale. In general, this might be difficult [21]
and typically introduces bias for noisy data. In our context, it is not difficult to see that taking the mean leads to consistent results if the basis taken on the flat is orthonormal, i.e., if the coefficients are constructed from the Stiefel coordinates as described in Sec. 2. This method still suffers from several drawbacks: (1) Grassmann-Plücker coordinates represent oriented spaces [31]. This means the line constructed from point $\mathbf{b}$ and direction $\mathbf{a}$ is not the same as the one constructed from $\mathbf{b}$ and $-\mathbf{a}$. Taking the mean depends on the choice of orientation. (2) The 'projection' onto coefficients satisfying the Grassmann-Plücker relations is, in general, significantly more involved than computing the eigendecomposition [13]. (3) The Grassmann-Plücker coordinates naturally arise as antisymmetric rank- $k$ tensors. It is unclear (to us) how one could perform computations involving different dimensions, although admittedly Schubert varieties may be used [26], similar to the construction for affine Grassmannians.

Outlook The PCA fitting flats to points may be considered the simplest statistical analysis of a set of point-like observations. This can be extended to fitting several flats such as in clustering methods or, more generally, describing data using mixture models [6, 32, 33, 37]. All of these methods may be generalized to work with flats as the observed samples, using the methods we have introduced here.

As described, our method can be re-interpreted as taking the mean in ambient space and projecting, and in this way used similar to methods in Euclidean spaces. This suggests other methods for improving robustness to outliers could be used, as well as considering the $L_{\infty}$-norm, whose minimization yields the center of the smallest enclosing ball [35]. This approach would be considerably simpler than computing geodesic disks enclosing a set of flats [25].
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[^0]:    ${ }^{1}$ The original formulation of Plücker coordinates starts from two points on the line in homogeneous coordinates - the construction starting from Stiefel coordinates mentioned above is equivalent, as both span the same linear space.

