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Abstract

Normalizing flows have proven their efficacy for den-
sity estimation in Euclidean space, but their application
to rotational representations, crucial in various domains
such as robotics or human pose modeling, remains under-
explored. Probabilistic models of the human pose can ben-
efit from approaches that rigorously consider the rotational
nature of human joints. For this purpose, we introduce
HuProSO3, a normalizing flow model that operates on a
high-dimensional product space of SO(3) manifolds, mod-
eling the joint distribution for human joints with three de-
grees of freedom. HuProSO3’s advantage over state-of-the-
art approaches is demonstrated through its superior mod-
eling accuracy in three different applications and its capa-
bility to evaluate the exact likelihood. This work not only
addresses the technical challenge of learning densities on
SO(3) manifolds, but it also has broader implications for
domains where the probabilistic regression of correlated
3D rotations is of importance. Code will be available at
https://github.com/odunkel/HuProSO.

1. Introduction

Modeling uncertainties in high-dimensional Euclidean
product spaces is a well-explored research problem [5–
7, 12, 13, 24]. However, these methods often fall short
in representing problems with an inherent rotational nature.
This limitation is evident in scenarios like correlated object
rotations in a scene or the orientation of animals in swarm
behaviors, where the problems are modeled by a product
space of SO(3) manifolds. A particularly relevant example
is human pose modeling, a problem of multiple correlated
joint rotations. Accurately modeling human poses as den-
sities on the Cartesian product of such joint rotations holds
significant value for various fields, including computer vi-
sion and robotics.

A probabilistic model defined on SO(3) manifolds rep-

Figure 1. Application of the normalizing flow for occcluded joints.
Left: A normalizing flow defined on SO(3) manifolds enables the
learning of expressive human pose distributions, incorporating a
context vector c for conditioning. Right: Renderings of probable
poses given condition c, which is the observation of the human
with the left arm occluded. The right arm’s pose is estimated with
high certainty, while the left arm demonstrates varied but realistic
poses due to the occlusion.

resenting joint rotation distributions is relevant for human
pose and motion estimation. This model acts as a reliable
prior in scenarios with unclear, noisy, incomplete, or absent
observations [3, 14, 15, 29, 32], with an example being de-
picted in Fig. 1. Additionally, such a model is crucial in
human-robot interaction for implementing risk-aware plan-
ning and control, necessitating the representation of human
movements as normalized probabilistic densities [21].

Normalizing flows are recognized for their capability
to learn normalized densities. Yet, their application has
predominantly been in learning joint densities within Eu-
clidean spaces, not fully addressing the properties of hu-
man pose, which is significantly influenced by the rotational
nature of the human joints. Although some previous ap-
proaches in probabilistic human pose modeling have em-
ployed normalizing flows to learn distributions parameter-
ized by rotational measures [14, 36], they fall short in learn-
ing normalized densities on the SO(3). This is due to their
Euclidean space-based approaches, which lack a continuous
bijective mapping to SO(3).

To overcome these shortcomings, we introduce a nor-
malizing flow defined on the product space of SO(3) man-
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ifolds, accurately capturing the density of human joint ro-
tations. By defining flow layers that explicitly operate on
SO(3), the learned density is normalized on the consid-
ered space of rotations with three degrees of freedom. The
joint PDF on multiple SO(3) manifolds expresses the sta-
tistical dependencies between human joints accordingly. To
achieve this, the SO(3) manifolds are explicitly linked using
a nonlinear autoregressive conditioning not restricted to the
common Gaussian setting.

We demonstrate that respecting the manifold structure of
SO(3) in the normalizing flow design improves the perfor-
mance for multiple applications that involve a probabilis-
tic model of human pose, outperforming state-of-the-art ap-
proaches in most configurations.

In summary, our work makes three key contributions:
• We present a normalizing flow model for learning nor-

malized densities on the high-dimensional product space
of SO(3) manifolds. This is enabled by conceptualizing a
flow layer that specifically operates on SO(3) and lifting
the model to a product space via an expressive nonlinear
autoregressive conditioning approach.

• Introducing HuProSO3, a probabilistic Human pose
model on the Product Space of SO(3) manifolds, we elu-
cidate the application of our presented normalizing flow
model in various applications where a probabilistic model
of humans is relevant.

• We showcase HuProSO3’s effectiveness and adaptability
through applications like probabilistic inverse kinematics
and 2D to 3D pose uplifting, outperforming several state-
of-the-art methods in tasks involving probabilistic human
pose models.

2. Related work
2.1. Normalizing Flows on Rotational Manifolds

Normalizing flows model complex distributions through a
series of sequential flow layers. They learn a normalized
density, represented by the change of variables formula:

p(x) = π
(
T−1(x)

) ∣∣JT−1(x)

∣∣ , (1)

where JT−1(·) is the Jacobi-matrix of the inverse of the dif-
feomorphic transformation T : Rd → Rd and its inverse
T−1(·), where a diffeomorphic transformation is invertible
and both, T and its inverse T−1, are differentiable.

Several methods adapt normalizing flows, typically ap-
plied in Euclidean spaces, for rotational manifolds, includ-
ing SO(3). Rezende et al. [27] successfully apply the
Möbius transformation, circular splines, and a non-compact
projection for learning densities on such manifolds. Falorsi
et al. [8] develop a normalizing flow in Euclidean space that
is then mapped to SO(3), but this approach involves non-
unique mappings from the Lie algebra to the Lie group.
Contrarily, Liu et al. [18] propose a novel Möbius coupling

layer and quaternion affine transformation, facilitating the
learning of normalizing flows directly on SO(3).

Flows for Product Spaces of Rotational Manifolds.
Papamakarios et al. [23] present a strategy for an au-
toregressive model that allows learning densities on high-
dimensional Euclidean spaces. Building on this, Stimper
et al. [33] introduced a PyTorch package for defining nor-
malizing flows on Cartesian products of 1-spheres using
two-dimensional embeddings of angular quantities. How-
ever, this method does not extend to general n-spheres or
SO(3) manifolds. Additionally, Glüsenkamp [11] facili-
tated learning on rotational manifolds, including tori and
2-spheres, using an autoregressive conditioning approach.
Yet, his framework is limited by a fixed conditioning se-
quence and lacks support for flows on SO(3) manifolds.

2.2. Learning Human Pose Distributions

In the domain of human pose estimation, models tradition-
ally use joint rotations as parameters [1, 16] to reflect the
skeleton’s rotational characteristics. Pioneering methods
for learning the unconditional human pose distribution in-
clude a GMM [2] and a VAE [25], both proving effective as
pose priors. Later advancements utilized normalizing flows
in Euclidean space [36] using the 6D representation [38].

Subsequent works [4, 34] that learn a human pose prior
have highlighted the inadequacy of a Gaussian assump-
tion for the joint rotation parameterization due to their un-
bounded nature. So, they propose different ways to account
for this issue in the design of their generative models for the
human pose. Davydov et al. [4] show that a spherical noise
distribution in the latent space of GAN-based approach re-
sults in a distribution with more realistic human poses and
a smoother latent space. Tiwari et al. [34] model a mani-
fold on the product space of SO(3) that represents the set of
feasible human poses.

Probabilistic techniques have been effectively employed
to infer human pose distributions from image inputs [14,
30–32]. Sengupta et al. [30] utilize the Matrix-Fisher distri-
bution for learning the rotational distributions of individ-
ual joints on SO(3). Meanwhile, Kolotouros et al. [14]
model joint rotations using a 6D representation and em-
ploy normalizing flows to learn densities, incorporating an
additional loss term to account for the orthonormality of
the columns in the 6D representation. Sengupta et al. [32]
present a novel approach to model human pose distributions
on the product space of SO(3). This method factorizes the
joint PDF by using autoregressive conditioning along the
human kinematic tree. It respects the manifold structure of
joint rotations by learning a normalizing flow on the Lie al-
gebra and subsequently mapping it to the Lie group. Voleti
et al. [35] builds upon [22] to model the pose and applies it,
e.g., to inverse kinematics from sparse 3D key points.
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Figure 2. Overview of the components of the normalizing flow:
The flow is defined on a product space of N manifolds Mi =
SO(3). It includes K flow layers that transform samples Ri from
a uniform distribution on SO(3) to samples of the learned distribu-
tion R̂j . The flow is composed of a Möbius coupling layer (MCL)
and a quaternion affine transformation (AF). Vertical arrows indi-
cate the flow of SO(3) samples through layers, while dotted arrows
represent autoregressive conditioning using an MLP (black boxes).

3. Method
In this section, we describe our method for deriving and im-
plementing the following desiderata: First, as outlined in
Sec. 3.2, each normalizing flow layer is designed to respect
and operate within the SO(3) manifold. Second, we ensem-
ble these individual flow layers to model a density on the
product space of SO(3) manifolds. Finally, we present the
probabilistic human pose model HuProSO3, which com-
prises and instantiates the aforementioned methodology.

3.1. Problem Statement

Given the special orthogonal group SO(3) that is defined as
the set of rotation matrices R

{R ∈ R3×3 |RT R = I, detR = 1}, (2)

we aim to learn a PDF p(R|c), where the random vari-
able R = [R1, ...,RN] is defined on a product space P =∏N

i Mi of N SO(3) manifolds Mi = SO(3) and the con-
text vector c ∈ RL conditions the PDF.

3.2. Normalizing Flows on a Product Space of SO(3)
Manifolds

The structure of our model, as illustrated in Fig. 2, in-
volves multiple flow layers that convert a uniform den-
sity on SO(3) into the target density for each manifold
Mi = SO(3). Samples Ri are drawn from a uniform dis-
tribution on SO(3). Then, the samples are mapped to the
target distribution R̂i through the sequential application of
diffeomorphic flow layers. The normalizing flow is trained
by maximizing the likelihood of the target sample that is
propagated through the flow layers (NLL Loss).

The manifolds are connected in an autoregressive man-
ner to allow for learning a joint PDF. The flow is defined

on SO(3) by leveraging a Möbius coupling layer and a
quaternion affine transformation [18] as invertible flow lay-
ers on SO(3). The joint likelihood of the product space P
is learned using randomly masked nonlinear autoregressive
conditioning. We present these mechanisms in more detail
in the following.

Möbius Coupling Layers. The core principle of nor-
malizing flows involves applying diffeomorphic transfor-
mations in each layer, which ensures that the original den-
sity remains normalized. However, defining these transfor-
mations for the SO(3) manifold, unlike in Euclidean space,
presents challenges. We must ensure that both the forward
transformation and its inverse operate on SO(3) and do not
map to points outside this manifold. To this end, we apply
the Möbius transformation, which expresses parameterized
distributions on spheres.

A rotation matrix R ∈ SO(3) can be described using
any two of its three orthonormal three-dimensional unit col-
umn vectors (x1|x2|x3) [38]. Thus, each column represents
a three-dimensional unit vector defined on the unit sphere
xi ∈ S2, i ∈ {1, 2, 3}, parameterized in Euclidean coordi-
nates xi ∈ R3.

The Möbius transformation of a point y ∈ SD, given a
parameter ω ∈ RD+1, is defined as

hω(y) = h(ω,y) =
1− ||ω||2

||y − ω||
. (3)

It projects a point y to a new location on the same
sphere SD. The Möbius transformation is leveraged
to design the Möbius coupling layer [18]—an invertible
flow layer on SO(3) that transforms a valid rotation ma-
trix R = (x1|x2|x3) into a different valid rotation matrix
R′ = (x′

1|x′
2|x′

3). The Möbius coupling layer ensures or-
thogonality in the transformed rotation matrix as follows:
The first column x1

′ = x1 remains unchanged, providing
the basis for adapting the second column vector. This sec-
ond column, modeled as a point x2 ∈ S2 is transformed
into a new point x′

2 = h (ωx1 ,x2) ∈ S2, using the Möbius
transformation. The transformation parameter

ωx1 = ξ(x1) = g(x1)− x1 (x1 · g(x1)) (4)

is derived from x1. Here, g(·) ∈ R3 represents an MLP
output, projected onto a plane perpendicular to x′

1. Conse-
quently, the resulting column vector x′

2 is orthogonal to x′
1.

The final step in constructing the rotation matrix involves
computing the third column, x′

3, using the cross product
x′
3 = x′

1 × x′
2. This ensures the completion of the rotation

matrix R′ with a vector orthogonal to the first two columns.
In a rotation matrix, the first column specifies two out of

three rotational degrees of freedom, while the second col-
umn determines the remaining degree. Since the first col-
umn x1 remains unchanged in a single Möbius coupling
layer, each layer only modifies the rotation along one de-
gree of freedom. To address this, we employ permutations
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in the conditioning sequence of consecutive flow layers.
For example, we use the Möbius transformation to derive
a new column x′

1 = f (ωx2 ,x1), where ωx2 is calculated
from x2. By applying such permutations changes for sev-
eral flow layers all rotational degrees of freedom can be
modeled. These permutations, being invertible and volume-
preserving transformations with an absolute Jacobian of 1
[24], can be integrated into normalizing flows.

While a single Möbius coupling layer effectively warps
distributions on SO(3) nonlinearly, it only transforms one
rotational degree of freedom via the second column of a
rotation matrix. However, this strategy does not directly
allow the modification of multiple rotational degrees simul-
taneously by moving or scaling distributions on SO(3), as
[18] illustrates. To account for this, we also apply an affine
quaternion transformation [18] in our normalizing flow.

Quaternion Affine Transformation. The quaternion
affine transformation allows learning an affine transforma-
tion on the 3-sphere, a double-cover of SO(3). It, thus, re-
alizes a global rotation and a shifting operation on SO(3).
The quaternion affine transformation

fq(q) = Wq · (||Wq||)−1 (5)

is applied to a quaternion q = mR→q(R), where q is com-
puted from the considered rotation matrix R and the invert-
ible 4×4 matrix W is constructed using svd decomposition.
The parameters of the matrices of the svd decomposition are
learned during training. As shown in Fig. 2, this transfor-
mation follows each Möbius coupling layer. Maintaining
the quaternion’s real part positive is required for the trans-
formation’s invertibility. This constraint does not hinder ex-
pressiveness, as q and −q denote the same rotation.

Joint PDF on a Product Space. While the described
Möbius and affine quaternion transformations effectively
operate on a single SO(3) manifold, they do not suffice to
construct a normalizing flow for the product space P =∏N

i SO(3). We address this by introducing an autoregres-
sive masking strategy, designed to learn a joint PDF on such
a product space. Masked autoregressive flows [24] learn
PDFs defined on n-dimensional Euclidean spaces z ∈ Rn.
They implement autoregressive conditioning by applying
consecutive MADE [10] blocks for linking different dimen-
sions with the Gaussian conditionals parameterized by

zi = ui exp fαi(z1:i−1) + fµi(z1:i−1), (6)

with the scalar functions f·(·) that output the mean and log
standard deviation of the conditional i given all previous
dimensions. The term ui ∼ N (0, 1) represents noise.

The expression in Eq. (6) links individual dimensions.
However, this approach does not account for manifolds that
cannot be expressed by Cartesian products in Euclidean
space, e.g., the 2-sphere or SO(3). Using standard Gaus-
sian conditionals falls short in capturing the dependencies
of non-Euclidean manifolds.

To address these challenges, we first apply autoregres-
sive conditioning based on random variables defined on
SO(3). For this purpose, the joint density is decomposed
autoregressively:

p(R) =

N∏
i

p(Ri|R1:i−1), (7)

where each conditional is defined on Ri ∈ SO(3) and
conditioned on preceding SO(3) manifolds R1:i−1 ∈∏i−1

1 SO(3). Such a decomposition is generally restricted
to a fixed order of conditioning, which does not capture
arbitrary dependencies between different SO(3) manifolds.
To mitigate this problem, we randomly vary the order of
conditioning in each flow layer, similar to [23], which re-
sults in more expressive flows [24]. We achieve this by per-
muting the SO(3) rotation sequences between autoregres-
sive layers, leveraging the invertibility of permutations.

Instead of using a linear coupling with the condition-
als parameterized as Gaussians for Euclidean space as pro-
posed in [23] and expressed in Eq. (6), we compute the pa-
rameters of the considered manifold Mi autoregressively.
This involves a nonlinear map gc

(
x
(1:i−1)
12

)
with parame-

ters learned during training to condition the current mani-
fold’s distribution on the preceding ones. We parameterize
the SO(3) rotations of previous dimensions R1:i−1 in the
continuous 6D representation [38] with x

(i:i−1)
12 . This con-

ditioning is then integrated into both the affine transforma-
tion and the Möbius coupling layer.

The affine transformation is conditioned on the previous
dimensions by using a neural network to compute the ma-
trix Wi = g

(i)
c-W

(
x
(1:i−1)
12

)
. We realize the autoregressive

conditioning in the Möbius coupling layer by computing the
parameters of the Möbius transformation based on the first
rotation matrix’ column of the considered dimension x

(i)
1 ∈

R3 and the previous dimensions x(1:i−1)
12 ∈ R3×2×(i−1) in

6D representation gc-M

([
x
(i)
1 ,x

(1:i−1)
12

])
.

Conditioning the Joint PDF. The joint PDF can be con-
ditioned on additional information c by augmenting the set
of conditions of each term in the chain rule of probability
with the condition c:

p(R|c) =
∏
i

p(Ri|R1:i−1, c). (8)

3.3. Learning Human Pose Distributions

We leverage our normalizing flow to learn a probabilistic
model of the human pose. We use the SMPL [2] model
to parameterize the human pose with 21 joints. After re-
moving static joints in the AMASS database, our model de-
scribes a density p(R|c) on a product space of N = 19
SO(3) manifolds. We call this normalizing flow HuProSO3,
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a probabilistic Human pose model on the Product Space of
SO(3) manifolds.

We deploy HuProSO3 in several applications, the first
being to learn an unconditional human pose prior. In this
case, we do not condition, i.e., c = ∅. This pose prior
acts as a generative model for sampling realistic human
poses and can also be used for evaluating the probability
of a specific pose that is parameterized by joint rotations
p (R = {Rjoint,1, ..., Rjoint,19}). Second, we inject a condi-
tion cfeat into the model to learn a density that is specific
to a given context. To handle varying contexts and to re-
move computations in each flow layer, we add an addi-
tional MLP c = g(cfeat) that computes the relevant features
that are injected into the normalizing flow, as outlined in
Eq. (8). HuProSO3 generally supports arbitrary conditions.
We present conditioning with 2D and 3D key points, where
cfeat ∈ RJ×k with J = 21 joints and k ∈ {2, 3} for condi-
tioning with 2D and 3D key points.

To demonstrate HuProSO3’s ability to capture human
pose distributions, we adapt the masking strategy from [3].
Parts of the context features c′feat = m ·cfeat are removed by
applying the mask m = [m1,m2, ...,mJ ] with mi ∈ {0, 1}
indicating whether a joint position is accessible. To allow
conditioning with an arbitrary number of joints during eval-
uation, we seek a different masking strategy to [3] and we
mask each joint with varying probabilities pm ∈ [0, 1] dur-
ing training. Therefore, the model has learned to handle
varying numbers of occluded joints.

4. Experiments
While HuProSO3’s design ensures that all flow transfor-
mations are on SO(3) and capture nonlinear dependen-
cies between the SO(3) manifolds, we now also demon-
strate experimentally that it has sufficient expressiveness
to accurately model human pose distributions. We, there-
fore, evaluate HuProSO3 on different applications that in-
volve a probabilistic model of the human pose. First, we
learn an unconditional human pose prior that showcases
HuProSO3’s capability of learning the intricate distribution
human poses.

Second, we condition the distribution demonstrating
HuProSO3’s capabilities of injecting observations or other
conditions for learning task-specific distributions and cor-
rectly adapting the respective uncertainties arising from dif-
ferent sources of conditioning. For this task, we also eval-
uate cases when only partial information is given. This in-
cludes scenarios with partial information, such as occluded
joints, where HuProSO3 effectively reasons about uncer-
tainties due to missing information.

4.1. Unconditional Pose Prior

To demonstrate HuProSO3’s effectiveness in an uncon-
ditional setting, we train a human pose prior using the

Table 1. Summary of precision and recall statistics for AMASS.
The reported values represent the cumulative geodesic distances
for all joint rotations between samples from the dataset and the
evaluated pose prior.

Test (mean [median]) Train (mean [median])

Recall Precision Recall Precision

GAN-S [4] 3.76 [3.34] 4.51 [4.23] 3.57 [3.34] 4.38 [4.13]
6D NF 3.66 [3.16] 4.50 [4.00] 3.55 [3.32] 4.42 [4.10]
Ours 3.44 [2.95] 4.24 [3.71] 2.93 [2.64] 3.90 [3.59]

AMASS database [19] with its standard dataset split. We
then compare its ability to generate realistic human poses
against various other human pose priors.

Metrics. In general, the likelihood is the best metric
for evaluating how well a model has learned a distribu-
tion. However, we are the first to provide normalized joint
densities of the human pose distribution on SO(3) mani-
folds. Therefore, our evaluation relies on comparing gen-
erated samples from HuProSO3 with those from previous
approaches. We follow an experimental pipeline similar to
[4] to evaluate whether human poses sampled from the con-
sidered pose prior deviate from samples from the dataset
distribution (precision) and whether the pose prior has cap-
tured the variety of poses in the dataset (recall). For recall,
we compare 1k dataset samples against 100k poses sam-
pled from our model, calculating the minimum error (near-
est neighbor). Precision is evaluated by comparing 100k
dataset samples against 1k model-generated samples, again
computing the minimum error for these model samples.

Since we aim to evaluate how well the model captures
the distribution p(R) on the product space of SO(3), we
evaluate precision and recall based on the sum of all J = 21
geodesic distances dgeo(Ri,k, Rj,k) of the rotations Ri,k and
Rj,k that correspond to the k-th SMPL joint of pose i and
j, respectively, where the geodesic distance is computed by

dgeo(Ri,k, Rj,k) = arccos
tr (RT

i,kRj,k)− 1

2
. (9)

Baselines. In our evaluation, HuProSO3 is compared
with the GAN-S human pose prior [4] and a 6D normal-
izing flow similar to models in [36, 37]. We train GAN-
S from scratch using the standard parameter configuration
provided by [4]. To compare against a 6D normalizing flow,
we trained an autoregressive [23] neural spline flow [7] us-
ing the normflows library [33]. We provide additional re-
sults for Pose-NDF [34] as a pose prior in see Tab. 8 (Ap-
pendix D.1).

Results. In Tab. 1, we present the mean and median of
precision and recall for both, training and test datasets. The
results illustrate that HuProSO3 has captured the training
dataset’s distribution best. The means of precision and re-
call metric, both, are lower depicting that the model gener-
ates poses that correspond to realistic poses from the dataset
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Table 2. MGEO [rad] and MPJPE [mm] results for the IK task
on the AMASS test split. Performance comparisons are made for
optimization-based (best) and probabilistic methods (best). Prob-
abilistic methods are assessed using a single random sample and
the average of 10 random samples.

Method MPJPE (1 | 10) MGEO (1 | 10)

VPoser [25] 26.6 | - 0.230 | -
GAN-S [4] 12.1| - 0.224 | -
Pose-NDF [34] 0.2 | - 0.289 | -

HF-AC [32] 33.2 | 21.2 0.308 | 0.251
Ours 8.2 | 5.5 0.163 | 0.121

but it also captures the variety of the seen poses during
training. We observe similar results for the median met-
ric. Moreover, while having learned the training distribu-
tion more accurately, our model does not overfit and it out-
performs other methods on the precision and recall metric
for the test dataset as well. Precision and recall curves, log
likelihood comparisons for training and test datasets, and
qualitative joint correlation illustrations are provided in the
appendix. Additionally, rendered poses in Fig. 12 confirm
HuProSO3’s ability to generate realistic and diverse human
poses (see Appendix C.3).

4.2. Inverse Kinematics

In this experiment, we condition the learned density on the
3D position of the J = 21 SMPL joints to solve the human
pose inverse kinematic (IK) problem: The goal is to learn
the PDF p (R|c) that is defined on SO(3) and conditioned
on the joint positions in 3D space c ∈ RJ×3.

Metrics. To assess the models, we use the Mean
Geodesic Distance (MGEO) across joint rotations for rota-
tional error and the Mean Per Joint Position Error (MPJPE)
to evaluate the accuracy of learned densities in relation to
error propagation in forward kinematics. Effective proba-
bilistic models are expected to produce samples consistent
with the given conditioning, with accuracy increasing upon
evaluating more samples. Therefore, we test probabilistic
methods using both a single random sample and an average
of 10 random samples.

Baselines. We compare our approach against both,
optimization-based and learning-based baselines by evalu-
ating the MGEO and MPJPE metrics. We consider the fol-
lowing learned pose priors: We use the IK solver provided
by [25] focusing solely on pose without shape optimization.
Furthermore, we evaluate PoseNDF [34] utilizing the pre-
trained model and the existing pipeline. As implemented in
the published code by [34], we use the optimization objec-
tive

LIK =

Ntest∑
k=1

J∑
i=1

||xgt,i,k − x̂i,k| |2, (10)

which compares the ground truth joint position i xgt,i,k with
the predicted position x̂i,k = FK(Ri,k) after applying for-

Table 3. MPJPE | MGEO for different types of occlusions: Left
leg (L), left arm and hand (A+H), and right shoulder and upper
arm (S+UA).

Method L A+H S+UA

Pose-NDF [34] 28.3 | 0.341 38.3 | 0.360 2.1 | 0.333
GAN-S [4] 16.8 | 0.240 29.6 | 0.260 18.8 | 0.241

HF-AC [32] (N=10) 101.3 | 0.289 81.4 | 0.301 72.2 | 0.270
Ours (N=10) 13.9 | 0.165 30.2 | 0.201 12.7 | 0.162

ward kinematics to the optimized rotation and all Ntest sam-
ples of the test dataset. We utilize the optimization process
from [34], omitting the temporal smoothness term.

Similarly, we use the trained GAN-S model and we op-
timize its latent code z to minimize the loss in Eq. (10) with
x̂i = G(z) using the LBFGS optimizer [17].

In addition, we use the implementation of HuMani-
Flow [32], which implements the normalizing flow for
learning the ancestor-conditioned density on a single SO(3)
manifold. Different from its original design, which condi-
tions on visual features from a CNN encoder, we adapt it to
condition on 3D keypoint positions and train the normaliz-
ing flow from scratch. We refer to it with HF-AC.

Results. The low errors, as depicted in Tab. 2, show
that HuProSO3 is capable of respecting conditions accu-
rately. Our probabilistic method has mostly comparable
or better results than other pose priors optimized in latent
space [4, 25]. Pose-NDF performs best on the MPJPE met-
ric because it does not penalize a pose as long as it is realis-
tic. For this reason, the optimization-based approach allows
to match the given 3D key points nearly perfectly. How-
ever, the worse performance on the MGEO metric demon-
strates that Pose-NDF models the manifold of plausible
poses. Therefore, it cannot infer the most likely joint ro-
tations for the given 3D key points, but it infers a rotation
that belongs to the set of feasible joint rotations.

We evaluate the exact log-likelihood of HuProSo3 and
HF-AC approach in Tab. 7 in Appendix D.1.

4.3. Inverse Kinematics with Partial Observation

We evaluate the capabilities of HuProSO3 to solve IK in the
case of partially given 3D key points, e.g., when some joints
are occluded. The rotational distribution of these joints can
be inferred using a probabilistic human pose model. A joint
PDF is essential for this task because it captures all sta-
tistical dependencies, which contrasts selecting a fixed se-
quence of conditioning, e.g., along the kinematic tree. We
provide a dataset analysis in Appendix A. Following the
methodology of [26, 34], we evaluate three examples of oc-
clusions: the left leg (L), the left arm including the hand (A
+ H), and the right shoulder with the upper arm (S + UA).

We utilize the same HuProSO3 model across all exper-
iments, conditioned on 3D keypoint positions and trained
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Figure 3. Qualitative results for inverse kinematics with partial
occlusion (left arm and right leg). For the normalizing flow based
models (HF AC and HuProSO3), we visualize 10 samples, where
less likely poses are more transparent.

with the randomized masking strategy outlined in Sec. 3.3
to account for occluded joints. This approach enables the
model to handle various occlusion scenarios effectively.

Metrics and Baselines. Similar to the IK setting elabo-
rated above, we report MGEO and MPJPE and we compare
with Pose-NDF and GAN-S, as detailed in Sec. 4.2. Ad-
ditionally, we compare HuProSO3 to previously reported
results based on the per-vertex error as in [26] and [34] (see
Tab. 11 in Appendix D.4).

To account for the occluded joints, we mask the occluded
joints in the optimization objective similar to the condition-
ing for HuProSO3 in Sec. 3.3 and we augment the optimiza-
tion objective Eq. (10)

LIK =

Ntest∑
k

J∑
i

mi ||xgt,i,k − x̂i,k| |2, (11)

with the mask m = [m1, ...,mJ ] , mi ∈ {0, 1}, that can-
cels the contributions of the occluded joints to the loss term.
The joint rotations are initialized randomly but close to 0, as
stated in [34].

Results. We present the MGEO and MPJPE evalua-
tion results in Tab. 3. Optimization-based methods Pose-
NDF [34] and VPoser [25] are initialized with rotations
close to the rest pose. For this reason, they perform sig-
nificantly better for occluded legs, where the ground truth
involves mostly straight legs. However, these methods yield
higher errors when optimizing the more variable arm joints.
In contrast, HuProSO3 demonstrates more accurate esti-
mates across various types of occlusions. The results show
HuProSO3 is excelling for all occlusion types on the MGEO
metric. It better captures the distribution on the joint rota-
tion space. We present the per-vertex errors in Tab. 11 in
Appendix D.4.

Pose-NDF performs exceptionally well in cases of right
shoulder and upper arm occlusions, likely due to the accu-
rate optimization of arm joint rotations based on the given

2 4 6 8 10
0

50

100

150

M
PJ

PE
 [m

m
]

SO3-ND mean
SO3-ND min
HF-AC mean
HF-AC min
SO3-AC mean
SO3-AC min

Figure 4. Minimum MPJPE and MPJPE of the mean pose for
HuProSO3, ancestor-conditioned SO(3), and HF-AC for randomly
occluded joints (pm = 0.3) with varying numbers of samples.

Table 4. Evaluation results for the 5-point evaluation task in
MPJPE [mm] and MGEO [rad]. We consider 1 sample and the
average over 10 samples for HuProSO3.

Method Pose-NDF [34] GAN-S [4] Ours (1 | 10)

MPJPE 37.8 46.5 36.4 | 27.3
MGEO 0.405 0.284 0.290 | 0.208

hand position. However, the MGEO metric is comparably
high. As elucidated for the IK task, Pose-NDF does not rep-
resent a probabilistic model of the human pose but models
the manifold of feasible poses. For this reason, the most
likely joint rotation is not inferred, but only one possible
rotation is computed. Therefore, large errors arise in par-
ticular for the rotations of the leaf joints (see, e.g., the right
hand in the second row of Fig. 3).

GAN-S shows a lower MPJPE for occlusions of the left
arm and hand, with performance comparable to HuProSO3
for other occlusions. This indicates the effectiveness of
the latent code optimization in GAN-S, especially on the
MPJPE metric. However, our model captures the joint rota-
tion distribution more accurately, as the better MGEO met-
ric depicts. In addition, our model predicts without the need
for optimization on the joint positions, without being specif-
ically trained for that particular type of occlusion, and it
predicts in a probabilistic manner. To demonstrate how a
varying number of randomly occluded joints affects perfor-
mance, we refer to Fig. 14 in Appendix D.5.

For the scenario of occluded joints, HuProSO3 outper-
forms HF-AC on rotation- and position-based metrics. We
reason that this is, firstly, due to HuProSO3 modeling the
complete joint density while HuManiFlow [32] learns only
the ancestor-conditioned distribution of individual joints. If
we train our model with a fixed ancestor-conditioning, we
still reach a better accuracy than HF-AC for randomly oc-
cluded joints (Fig. 4). See more details in Appendix D.5.
We assume that designing the normalizing flow directly on
SO(3) contributes to the better performance.

Fig. 3 illustrates qualitative results for IK with occluded
joints. HuProSO3 accounts for the ambiguous nature of
the task: While visible joints only have a low diversity,
occluded joint result in diverse but likely predictions. We
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Figure 5. Overview of an example application of HuProSO3:
Samples from p(R|c) are generated by propagating samples from
a uniform distribution on the product space of SO(3) through the
normalizing flow. Partially given 2D key points serve as condi-
tioning, where occluded joints are depicted in red. The prior p(R)
captures the statistical dependencies between different joints. The
color of the blobs depict the standard deviation of the joint ro-
tations computed for 20 samples. The blob size relates to the
standard deviation of the joint position (JP) after applying forward
kinematics.

compare the diversity of the predictions to the model ex-
tracted from [32] as proposed by [32] by computing the av-
eraged Euclidean deviation from the sample mean for all
generated samples. We evaluate for 10k random samples
from the AMASS test datasets. Here, our model has a sam-
ple diversity of 11 mm and 109 mm for visible and occluded
joints, respectively, while the ancestor-conditioned model
by [32] results in a diversity of 39 mm and 98 mm for visi-
ble and occluded joints, respectively.

5-Point Evaluation. We also assess HuProSO3 on the 5-
point evaluation benchmark [22, 35], where the model must
infer all joint rotations based solely on the leaf joints. De-
spite not being explicitly trained for this specific condition,
HuProSO3 successfully infers the pose distribution from the
3D keypoint positions of the leaf joints (see Tab. 4).

4.4. 2D to 3D Uplifting via SO(3) Parameterization

In this experiment, we condition the learned density with
2D keypoint positions x2D ∈ RJ×2 of the J = 21 SMPL
joints and learn p (R|c), where c = gfeat(x2D) is computed
by an MLP. Then, the 3D pose is obtained by applying for-
ward kinematics. We illustrate this setting in Fig. 5.

Metrics and Baselines. For the 2D to 3D uplifting ap-
plication, we use MGEO and MPJPE as evaluation metrics,
similar to the IK task. Our model is compared with Pose-
NDF, GAN-S, and HF-AC. Unlike the previous experiments
focusing on 3D keypoint positions (Eq. (10)), here we opti-
mize for 2D keypoint positions.

Results. Evaluation results for the 2D to 3D uplifting
task are detailed in Tab. 5, focusing on models using rota-
tion representations for human pose. Unlike the IK task, in-
ferring human poses from 2D data involves significant am-
biguity. The results show that the considered optimization-
based methods are performing worse since the optimization
objective is less expressive and the results depend on the ini-

Table 5. MPJPE [mm] and MGEO [rad] results for the 2D to 3D
uplifting task on the AMASS test dataset. For probabilistic mod-
els, results are shown for both a single sample and the average of
10 samples.

Method MPJPE (1 | 10) MGEO (1 | 10)

Pose-NDF [34] 133.1 | - 0.522 | -
GAN-S [4] 61.5 | - 0.277 | -

HF-AC [32] 74.4 / 56.0 0.346 / 0.278
Ours 32.8 | 23.4 0.209 | 0.153

tialization. Our model HuProSO3 outperforms other meth-
ods, affirming its effectiveness in probabilistically capturing
ambiguous input conditions.

Fig. 5 qualitatively illustrates HuProSO3’s applications
for partially given 2D key points. The generated samples
depict the arising uncertainties accordingly. More samples
are visualized in Fig. 13 in Appendix C.4.

5. Conclusion
We addressed the gap in normalized density models for
high-dimensional product spaces of rotational manifolds,
crucial in human pose modeling, which depends on rota-
tional quantities. Our solution, HuProSO3, is a normalizing
flow that effectively learns densities on product spaces of
SO(3) manifolds, capturing the rotational nature of human
poses in a probabilistic way. Demonstrating its efficacy,
HuProSO3 not only excels as an unconditional pose prior in
generative applications but also adapts to applications that
require conditioning on potentially incomplete information,
as illustrated for the task of inverse kinematics and 2D to
3D uplifting via a rotational SO(3) parameterization.

Limitations and Future Work. While effective in prac-
tice, the autoregressive structure in HuProSO3 has limita-
tions in capturing all dependencies in a high-dimensional
space, as it heavily depends on the permutation operation
of the conditioning sequence. Moreover, sampling from a
high-dimensional autoregressive model is slow as it scales
linearly with the number of manifolds. Another limitation
is that our model currently only supports products of SO(3)
manifolds. To better reflect the biomechanical structure of
different joints, our approach could be extended to include
other rotational manifolds. Additionally, the ability of our
method to compute normalized densities opens up applica-
tions in human-robot collaboration. It also allows the inte-
gration as a prior or the injection of measurements in filter-
ing and estimation problems, e.g., for human pose estima-
tion based on key point measurements of the joints.
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