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Figure 1. RoMa is robust, i.e., able to match under extreme changes. We propose RoMa, a model for dense feature matching that
is robust to a wide variety of challenging real-world changes in scale, illumination, viewpoint, and texture. We show correspondences
estimated by RoMa on the extremely challenging benchmark WxBS [37], where most previous methods fail, and on which we set a new
state-of-the-art with an improvement of 36% mAA. The estimated correspondences are visualized by grid sampling coordinates bilinearly
from the other image, using the estimated warp, and multiplying with the estimated confidence.

Abstract

Feature matching is an important computer vision task
that involves estimating correspondences between two im-
ages of a 3D scene, and dense methods estimate all such
correspondences. The aim is to learn a robust model, i.e., a
model able to match under challenging real-world changes.
In this work, we propose such a model, leveraging frozen
pretrained features from the foundation model DINOv2. Al-
though these features are significantly more robust than lo-
cal features trained from scratch, they are inherently coarse.
We therefore combine them with specialized ConvNet fine
features, creating a precisely localizable feature pyramid.
To further improve robustness, we propose a tailored trans-
former match decoder that predicts anchor probabilities,
which enables it to express multimodality. Finally, we pro-
pose an improved loss formulation through regression-by-
classification with subsequent robust regression. We con-
duct a comprehensive set of experiments that show that our
method, RoMa, achieves significant gains, setting a new
state-of-the-art. In particular, we achieve a 36% improve-
ment on the extremely challenging WxBS benchmark. Code
is provided at github.com/Parskatt/RoMa.

1. Introduction

Feature matching is the computer vision task of from
two images estimating pixel pairs that correspond to the
same 3D point. It is crucial for downstream tasks such
as 3D reconstruction [47] and visual localization [43].
Dense feature matching methods [17, 38, 53, 56] aim to
find all matching pixel-pairs between the images. These
dense methods employ a coarse-to-fine approach, whereby
matches are first predicted at a coarse level and successively
refined at finer resolutions. Previous methods commonly
learn coarse features using 3D supervision [17, 44, 48, 56].
While this allows for specialized coarse features, it comes
with downsides. In particular, since collecting real-world
3D datasets is expensive, the amount of available data is
limited, which means models risk overfitting to the train-
ing set. This in turn limits the models robustness to scenes
that differ significantly from what has been seen during
training. A well-known approach to limit overfitting is
to freeze the backbone used [31, 51, 58]. However, us-
ing frozen backbones pretrained on ImageNet classification,
the out-of-the-box performance is insufficient for feature
matching (see experiments in Table 1). A recent promis-
ing direction for frozen pretrained features is large-scale
self-supervised pretraining using Masked image Model-
ing (MIM) [25, 39, 60, 66]. The methods, including DI-
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Figure 2. Illustration of our robust approach RoMa. Our contributions are shown with green highlighting and a checkmark, while
previous approaches are indicated with gray highlights and a cross. Our first contribution is using a frozen foundation model for coarse
features, compared to fine-tuning or training from scratch. DINOv2 lacks fine features, which are needed for accurate correspondences. To
tackle this, we combine the DINOv2 coarse features with specialized fine features from a ConvNet, see Section 3.2. Second, we propose
an improved coarse match decoder Dθ , which typically is a ConvNet, with a coordinate agnostic Transformer decoder that predicts anchor
probabilities instead of directly regressing coordinates, see Section 3.3. Third, we revisit the loss functions used for dense feature matching.
We argue from a theoretical model that the global matching stage needs to model multimodal distributions, and hence use a regression-
by-classification loss instead of an L2 loss. For the refinement, we in contrast use a robust regression loss, as the matching distribution is
locally unimodal. These losses are further discussed in Section 3.4. The impact of our contributions is ablated in our extensive ablation
study in Table 2.

NOv2 [64], retain local information better than classifica-
tion pretraining [64] and have been shown to generate fea-
tures that generalize well to dense vision tasks. However,
the application of DINOv2 in dense feature matching is
still complicated due to the lack of fine features, which are
needed for refinement.

We overcome this issue by leveraging a frozen DINOv2
encoder for coarse features, while using a proposed special-
ized ConvNet encoder for the fine features. This has the
benefit of incorporating the excellent general features from
DINOv2, while simultaneuously having highly precise fine
features. We find that features specialized for only coarse
matching or refinement significantly outperform features
trained for both tasks jointly. These contributions are pre-
sented in more detail in Section 3.2. We additionally pro-
pose a Transformer match decoder that while also increas-
ing performance for the baseline, particularly improves per-
formance when used to predict anchor probabilities instead
of regressing coordinates in conjunction with the DINOv2
coarse encoder. This contribution is elaborated further in
Section 3.3.

Lastly, we investigate how to best train dense feature
matchers. Recent SotA dense methods such as DKM [17]
use a non-robust regression loss for the coarse matching as
well as for the refinement. We argue that this is not opti-
mal as the matching distribution at the coarse stage is of-
ten multimodal, while the conditional refinement is more
likely to be unimodal. Hence requiring different approaches
to training. We motivate this from a theoretical framework

in Section 3.4. Our framework motivates a division of the
coarse and fine losses into seperate paradigms, regression-
by-classification for the global matches using coarse fea-
tures, and robust regression for the refinement using fine
features.

Our full approach, which we call RoMa, is robust to ex-
tremely challenging real-world cases, as we demonstrate in
Figure 1. We illustrate our approach schematically in Fig-
ure 2. In summary, our contributions are as follows:

(a) We integrate frozen features from the foundation
model DINOv2 [39] for dense feature matching. We
combine the coarse features from DINOv2 with spe-
cialized fine features from a ConvNet to produce a pre-
cisely localizable yet robust feature pyramid. See Sec-
tion 3.2.

(b) We propose a Transformer-based match decoder,
which predicts anchor probabilities instead of coordi-
nates. See Section 3.3.

(c) We improve the loss formulation. In particular, we
use a regression-by-classification loss for coarse global
matches, while we use robust regression loss for the
refinement stage, both of which we motivate from a
theoretical analysis. See Section 3.4.

(d) We conduct an extensive ablation study over our con-
tributions, and SotA experiments on a set of diverse
and competitive benchmarks, and find that RoMa sets
a new state-of-the-art. In particular, achieving a gain of
36% on the difficult WxBS benchmark. See Section 4.
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2. Related Work
2.1. Sparse → Detector Free → Dense Matching

Feature matching has traditionally been approached by key-
point detection and description followed by matching the
descriptions [4, 10, 15, 18, 35, 41, 44, 57]. Recently, the
detector-free approach [9, 13, 48, 50] replaces the keypoint
detection with dense matching on a coarse scale, followed
by mutual nearest neighbors extraction, which is followed
by refinement. The dense approach [17, 36, 38, 54, 55, 67]
instead estimates a dense warp, aiming to estimate every
matchable pixel pair.

2.2. Self-Supervised Vision Models

Foundation models [7] pre-trained on large quantities of
data have recently demonstrated significant potential in
learning all-purpose features for various visual models via
self-supervised learning. Caron et al. [12] observe that self-
supervised ViT features capture more distinct information
than supervised models do.iBOT [66] explores MIM within
a self-distillation framework to develop a semantically rich
visual tokenizer. DINOv2 [39] reveals that self-supervised
methods can produce all-purpose visual features.

2.3. Frozen Features for Matching

Typically, detector-free SotA matching fine-tune [17] or
train the backbone from scratch [48]. There are however
some exceptions [28, 42] that use frozen ImageNet fea-
tures. As we demonstrate in Section 3.2 such features
are not sufficiently robust, hence necessitating our founda-
tion model approach. Detector-based matchers [33, 44] use
frozen descriptors as input. However, the motivation is to
ensure compatibility with the descriptor, and to the best of
our knowledge it has not been investigated whether fine-
tuning/training end-to-end would improve performance.

2.4. Robust Loss Formulations

Robust Regression Losses: Robust loss functions provide
a continuous transition between an inlier distribution , and
an outlier distribution. Robust losses have been used as reg-
ularizers for optical flow [5, 6], robust smoothing [19], and
as loss functions [3, 34].
Regression by Classification: Regression by classifica-
tion [52, 61, 62] involves casting regression problems as
classification. This is particularly useful for sharp borders
in motion, such as stereo disparity [20, 23], and has also
been used for absolute pose regression [21].
Classification then Regression: Li et al. [29], and
Budvytis et al. [8] proposed hierarchical classification-
regression frameworks for visual localization. Sun et al.
[48] optimize the model log-likelihood of mutual nearest
neighbors, followed by L2 regression-based refinement for
feature matching.

3. Method
In this section, we detail our method. We begin with pre-
liminaries and notation for dense feature matching in Sec-
tion 3.1. We then discuss our incorporation of DINOv2 [39]
as a coarse encoder, and specialized fine features in Sec-
tion 3.2. We present our proposed Transformer match de-
coder in Section 3.3. Finally, our proposed loss formulation
in Section 3.4. A summary and visualization of our full ap-
proach is provided in Figure 2. Further details on the exact
architecture are given in the supplementary.

3.1. Preliminaries on Dense Feature Matching

Dense feature matching is, given two images IA, IB,
to estimate a dense warp WA→B (mapping coordinates
xA from IA to xB in IB), and a matchability score
p(xA)1 for each pixel. From a probabilistic perspective,
p(WA→B) = p(xB|xA) is the conditional matching distri-
bution. Multiplying p(xB|xA)p(xA) yields the joint distri-
bution. We denote the model distribution as pθ(xA, xB) =
pθ(x

B|xA)pθ(x
A). When working with warps, i.e., where

pθ(x
B|xA) has been converted to a deterministic mapping,

we denote the model warp as ŴA→B. Viewing the predic-
tive distribution as a warp is natural in high resolution, as it
can then be seen as a deterministic mapping. However, due
to multimodality, it is more natural to view it in the proba-
bilistic sense at coarse scales.

The end goal is to obtain a good estimate over corre-
spondences of coordinates xA in image IA and coordinates
xB in image IB. For dense feature matchers, estimation
of these correspondences is typically done by a one-shot
coarse global matching stage (using coarse features) fol-
lowed by subsequent refinement of the estimated warp and
confidence (using fine features).

We use the recent SotA dense feature matching model
DKM [17] as our baseline. For consistency, we adapt the
terminology used there. We denote the coarse features used
to estimate the initial warp, and the fine features used to
refine the warp by

{φA
coarse, φ

A
fine} = Fθ(I

A), {φB
coarse, φ

B
fine} = Fθ(I

B), (1)

where Fθ is a neural network feature encoder. We will
leverage DINOv2 for extraction of φA

coarse, φ
B
coarse, however,

DINOv2 features are not precisely localizable, which we
tackle by combining the coarse features with precise local
features from a specialized ConvNet backbone. See Sec-
tion 3.2 for details.

The coarse features are matched with global matcher Gθ

consisting of a match encoder Eθ and match decoder Dθ,{(
Ŵ

A→B
coarse , pAθ,coarse

)
= Gθ(φ

A
coarse, φ

B
coarse),

Gθ(φ
A
coarse, φ

B
coarse) = Dθ

(
Eθ(φ

A
coarse, φ

B
coarse)

)
.

(2)

1This is denoted as pA→B by Edstedt et al. [17]. We omit the B to
avoid confusion with the conditional.
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We use a Gaussian Process [40] as the match encoder Eθ as
in previous work [17]. However, while our baseline uses a
ConvNet to decode the matches, we propose a Transformer
match decoder Dθ that predicts anchor probabilities instead
of directly regressing the warp. This match decoder is par-
ticularly beneficial in our final approach (see Table 2). We
describe our proposed match decoder in Section 3.3. The
refinement of the coarse warp Ŵ

A→B
coarse is done by the refin-

ers Rθ,(
Ŵ

A→B
, pAθ

)
= Rθ

(
φA

fine, φ
B
fine, Ŵ

A→B
coarse , p

A
θ,coarse

)
. (3)

As in previous work, the refiner is composed of a sequence
of ConvNets (using strides {1, 2, 4, 8}) and can be decom-
posed recursively as(

ŴA→B
i , pAi,θ

)
= Rθ,i(φ

A
i , φ

B
i , Ŵ

A→B
i+1 , pAθ,i+1), (4)

where the stride is 2i. The refiners predict a residual offset
for the estimated warp, and a logit offset for the certainty.
As in the baseline they are conditioned on the outputs of the
previous refiner by using the previously estimated warp to
a) stack feature maps from the images, and b) construct a
local correlation volume around the previous target.

The process is repeated until reaching full resolution.
We use the same architecture as in the baseline. Follow-
ing DKM, we detach the gradients between the refiners and
upsample the warp bilinearly to match the resolution of the
finer stride.
Probabilistic Notation: When later defining our loss func-
tions, it will be convenient to refer to the outputs of the dif-
ferent modules in a probabilistic notation. We therefore in-
troduce this notation here first for clarity.

We denote the probability distribution modeled by the
global matcher as

pθ(x
A
coarse, x

B
coarse) = Gθ(φ

A
coarse, φ

B
coarse). (5)

Here we have dropped the explicit dependency on the fea-
tures and the previous estimate of the marginal for nota-
tional brevity. Note that the output of the global matcher
will sometimes be considered as a discretized distribution
using anchors, or as a decoded warp. We do not use sepa-
rate notation for these two different cases to keep the nota-
tion uncluttered.

We denote the probability distribution modeled by a re-
finer at scale s = c2i as

pθ(x
A
i , x

B
i |ŴA→B

i+1 ) = Rθ,i(φ
A
i , φ

B
i , Ŵ

A→B
i+1 , pAθ,i+1),

(6)
The basecase ŴA→B

coarse is computed by decoding
pθ(x

B
coarse|xA

coarse). As for the global matcher we drop
the explicit dependency on the features.

Table 1. Evaluation of frozen features on MegaDepth. We com-
pare the VGG19 and ResNet50 backbones commonly used in fea-
ture matching with the generalist features of DINOv2.

Method EPE ↓ Robustness % ↑

VGG19 87.6 43.2
RN50 60.2 57.5
DINOv2 27.1 85.6

3.2. Robust and Localizable Features

We first investigate the robustness of DINOv2 to view-
point and illumination changes compared to VGG19 and
ResNet50 on the MegaDepth [30] dataset. To decouple the
backbone from the matching model we train a single lin-
ear layer on top of the frozen model followed by a kernel
nearest neighbour matcher for each method. We measure
the performance both in average end-point-error (EPE) on a
standardized resolution of 448×448, and by what we call
the Robustness % which we define as the percentage of
matches with an error lower than 32 pixels. We refer to
this as robustness, as, while these matches are not necessar-
ily precise, it is typically sufficient for the refinement stage
to produce a correct adjustment.

We present results in Table 1. We find that DINOv2 fea-
tures are significantly more robust to changes in viewpoint
than both ResNet and VGG19. Interestingly, we find that
the VGG19 features are worse than the ResNet features for
coarse matching, despite VGG features being widely used
as local features [16, 45, 56]. Further details of this experi-
ment are provided in the supplementary material.

In DKM [17], the feature encoder Fθ is assumed to con-
sist of a single network producing a feature pyramid of
coarse and fine features used for global matching and re-
finement respectively. This is problematic when using DI-
NOv2 features as only features of stride 14 exist. We there-
fore decouple Fθ into {Fcoarse,θ, Ffine,θ} and set Fcoarse,θ =
DINOv2. The coarse features are extracted as

φA
coarse = Fcoarse,θ(I

A), φB
coarse = Fcoarse,θ(I

B). (7)

We keep the DINOv2 encoder frozen throughout training.
This has two benefits. The main benefit is that keeping the
representations fixed reduces overfitting to the training set,
enabling RoMa to be more robust. It is also additionally sig-
nificantly cheaper computationally and requires less mem-
ory. However, DINOv2 cannot provide fine features. Hence
a choice of Ffine,θ is needed. While the same encoder for
fine features as in DKM could be chosen, i.e., a ResNet50
(RN50) [24], it turns out that this is not optimal.

We begin by investigating what happens by simply de-
coupling the coarse and fine feature encoder, i.e., not shar-
ing weights between the coarse and fine encoder (even when
using the same network). We find that, as supported by
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Setup II in Table 2, this significantly increases performance.
This is due to the feature extractor being able to specialize
in the respective tasks, and we hence call this specialization.

This raises a question, VGG19 features, while less suited
for coarse matching (see Table 1), could be better suited
for fine localized features. We investigate this by setting
Ffine,θ = VGG19 in Setup III in Table 2. Interestingly, even
though VGG19 coarse features are significantly worse than
RN50, we find that they significantly outperform the RN50
features when leveraged as fine features. Our finding indi-
cates that there is an inherent tension between fine local-
izability and coarse robustness. We thus use VGG19 fine
features in our full approach.

3.3. Transformer Match Decoder Dθ

Regression-by-Classification: We propose to use the re-
gression by classification formulation for the match de-
coder, whereby we discretize the output space. We choose
the following formulation,

pcoarse,θ(x
B|xA) =

K∑
k=1

πk(x
A)Bmk

, (8)

where K is the quantization level, πk are the probabili-
ties for each component, B is some 2D base distribution,
and {mk}K1 are anchor coordinates. In practice, we use
K = 64×64 classification anchors positioned uniformly as
a tight cover of the image grid, and B = U , i.e., a uniform
distribution2. Note that base distribution Bmk

is non-zero
only in a square area of size 2

K × 2
K on the normalized im-

age grid around its anchor mk and 0 outside, and therefore
p(xB|xA) ̸= 1 in general. We denote the probability of an
anchor as πk and the coordinate on the grid as mk.

For refinement, the conditional is converted to a deter-
ministic warp per pixel. We decode the warp by argmax
over the classification anchors, k∗(x) = argmaxk πk(x),
followed by a local adjustment which can be seen as a local
softargmax. Mathematically,

ToWarp(pcoarse,θ(x
B
coarse|xA

coarse)) =∑
i∈N4(k∗(xA

coarse))
πimi∑

i∈N4(k∗(xA
coarse))

πi
= ŴA→B

coarse ∈ RHcoarse×Wcoarse×2,

(9)

where N4(k
∗) denotes the set of k∗ and the four closest

anchors on the left, right, top, and bottom. We conduct an
ablation on the Transformer match decoder in Table 2, and
find that it particularly improves results in our full approach,
using the loss formulation we propose in Section 3.4.
Decoder Architecture: In early experiments, we found
that ConvNet coarse match decoders overfit to the training

2This ensures that there is no overlap between anchors and no holes in
the cover.

Figure 3. Illustration of localizability of matches. At infinite
resolution the match distribution can be seen as a 2D surface (il-
lustrated as 1D lines in the figure), however at a coarser scale s
this distribution becomes blurred due to motion boundaries. This
means it is necessary to both use a model and an objective function
capable of representing multimodal distributions.

resolution. Additionally, they tend to be over-reliant on lo-
cality. While locality is a powerful cue for refinement, it
leads to oversmoothing for the coarse warp. To address this,
we propose a transformer decoder without using position
encodings. By restricting the model to only propagate by
feature similarity, we found that the model became signifi-
cantly more robust.

The proposed Transformer matcher decoder consists of
5 ViT blocks, with 8 heads, hidden size D 1024, and
MLP size 4096. The input is the concatenation of pro-
jected DINOv2 [39] features of dimension 512, and the 512-
dimensional output of the GP module, which corresponds
to the match encoder Eθ proposed in DKM [17]. The out-
put is a vector of B × H × W × (K + 1) where K is
the number of classification anchors3 (parameterizing the
conditional distribution p(xB|xA)), and the extra 1 is the
matchability score pA(xA) .

3.4. Robust Loss Formulation

Intuition: The conditional match distribution at coarse
scales is more likely to exhibit multimodality than dur-
ing refinement, which is conditional on the previous warp.
This means that the coarse matcher needs to model mul-
timodal distributions, which motivates our regression-by-
classification approach. In contrast, the refinement of the
warp needs only to represent unimodal distributions, which
motivates our robust regression loss.
Theoretical Model: We model the matchability at scale s
as

q(xA, xB; s) = N
(
0, s2I

)
∗ p(xA, xB; 0). (10)

Here p(xA, xB; 0) corresponds to the exact mapping at in-
finite resolution, and ∗ denotes convolution. This can be
interpreted as a diffusion in the localization of the matches
over scales. When multiple objects in a scene are projected
into images, so-called motion boundaries arise. These are
discontinuities in the matches which we illustrate in Fig-
ure 3. The diffusion near these motion boundaries causes

3When used for regression, K is set to K = 2, and the decoding to a
warp is the identity function.
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Figure 4. Comparison of loss gradients. We use the general-
ized Charbonnier [3] loss for refinement, which locally matches
L2 gradients, but globally decays with |x|−1/2 toward zero.

the conditional distribution to become multimodal, explain-
ing the need for multimodality in the coarse global match-
ing. Given an initial choice of (xA, xB), as in the refine-
ment, the conditional distribution is unimodal locally. How-
ever, if the initial choice is far outside the support of the dis-
tribution, using a non-robust loss function is problematic. It
is therefore motivated to use a robust regression loss for re-
finement.
Loss formulation: Motivated by intuition and the theo-
retical model we now propose our loss formulation from a
probabilistic perspective, aiming to minimize the Kullback–
Leibler divergence between the estimated match distribu-
tion at each scale, and the theoretical model distribution
at that scale. We begin by formulating the coarse loss.
With non-overlapping bins as defined in Section 3.3 the
Kullback–Leibler divergence (where terms that are constant
w.r.t. θ are ignored) is

DKL(q(x
B, xA; s)||pcoarse,θ(x

B, xA)) = (11)

ExA,xB∼q

[
− log pcoarse,θ(x

B|xA)pcoarse,θ(x
A)

]
= (12)

−
∫
xA,xB

log πkB(xA) + log pcoarse,θ(x
A)dq, (13)

for kB = argmink∥mk − xB∥ the index of the closest an-
chor to xB. Following DKM [17] we add a hyperparameter
λ that controls the weighting of the marginal compared to
that of the conditional as

−
∫
xA,xB

log πkB(xA) + λ log pcoarse,θ(x
A)dq. (14)

In practice, we approximate q with a discrete set of known
correspondences C:

Lcoarse =
∑

xA,xB∈C

− log πkB(xA)− λ log pcoarse,θ(x
A)

(15)
Furthermore, to be consistent with previous works [17, 56]
we use a binary cross-entropy loss on pcoarse,θ(x

A). We next
discuss the fine loss Lfine.

Table 2. Ablation study. We systematically investigate the impact
of our contributions, see Section 4.1 for detailed analysis. Mea-
sured in 100-percentage correct keypoints (PCK) (lower is better).

Setup ↓ 100-PCK@→ 1px 3px 5px

I (Baseline): DKM [17] 17.0 7.3 5.8
II: I, Fcoarse,θ = RN50, Ffine,θ = RN50 16.0 6.1 4.5
III: II, Ffine,θ = VGG19 14.5 5.4 4.5
IV: III, Dθ = Transformer 14.4 5.4 4.1
V: IV, Fcoarse,θ = DINOv2 14.3 4.6 3.2
VI: V, Lcoarse = reg.-by-class. 13.6 4.1 2.8
VII (Ours): VI, Lrefine = robust 13.1 4.0 2.7
VIII: VII, Dθ = ConvNet 14.0 4.9 3.5

We model the output of the refinement at scale i as a
generalized Charbonnier [3] (with α = 0.5) distribution,
for which the refiners estimate the mean µ. The general-
ized Charbonnier distribution behaves locally like a Normal
distribution, but has a flatter tail. When used as a loss, the
gradients behave locally like L2, but decay towards 0, see
Figure 4. Its logarithm, (ignoring terms that do not con-
tribute to the gradient, and up-to-scale) reads

log pθ(x
B
i |xA

i , Ŵ
A→B
i+1 ) = (16)

−(||µθ(x
A
i , Ŵ

A→B
i+1 )− xB

i ||2 + s2)1/4, (17)

where µθ(x
A
i , Ŵ

A→B
i+1 ) is the estimated mean of the distri-

bution, and s = 2ic. In practice, we choose c = 0.03.
The Kullback–Leibler divergence for each fine scale i ∈
{0, 1, 2, 3} (where terms that are constant with respect to θ
are ignored) reads

DKL(q(x
B
i , x

A
i ; s = 2ic)||pi,θ(xB

i , x
A
i |ŴA→B

i+1 )) = (18)

ExA
i ,xB

i ∼q

[
(||µθ(x

A
i , Ŵ

A→B
i+1 )− xB

i ||2 + s2)1/4
]
+

ExA
i ,xB

i ∼q

[
− log pi,θ(x

A
i |ŴA→B

i+1 )
]
. (19)

In practice, we approximate q with a discrete set of known
correspondences C,

Lfine =
∑
i

∑
xA,xB∈C

(||µθ(x
A
i , Ŵ

A→B
i+1 )− xB

i ||2 + s2)1/4

−λ log pi,θ(x
A
i |ŴA→B

i+1 )
(20)

and use a binary cross-entropy loss on pi,θ(x
A
i |ŴA→B

i+1 ), we
additionally utilize clipping as in DKM [17], further details
are found in the supplementary.

Our combined loss yields:

L = Lcoarse + Lfine. (21)
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Table 3. SotA comparison on IMC2022 [26]. Measured in mAA
(higher is better).

Method ↓ mAA → @10 ↑

SiLK [22] 68.6

SP [15]+SuperGlue [44] 72.4

LoFTR [48] CVPR’21 78.3
MatchFormer [59] ACCV’22 78.3
QuadTree [50] ICLR’22 81.7
ASpanFormer [13] ECCV’22 83.8
DKM [17] CVPR’23 83.1
RoMa 88.0

Table 4. SotA comparison on WxBS [37]. Measured in mAA at
10px (higher is better).

Method mAA@→ 10px ↑

DISK [57] NeurIps’20 35.5

DISK + LightGlue [33, 57] ICCV’23 41.7
SuperPoint +SuperGlue [15, 44] CVPR’20 31.4

LoFTR [48] CVPR’21 55.4
DKM [17] CVPR’23 58.9
RoMa 80.1

4. Experiments

4.1. Ablation Study

Here we investigate the impact of our contributions. We
conduct all our ablations on a validation test detailed in the
supplementary.

Setup I consists of the same components as in DKM [17],
retrained by us. In Setup II we do not share weights be-
tween the fine and coarse features, which improves perfor-
mance due to specialization of the features. In Setup III we
replace the RN50 fine features with a VGG19, which fur-
ther improves performance. This is intriguing, as VGG19
features are worse performing when used as coarse features
as we show in Table 1. We then add the proposed Trans-
former match decoder in Setup IV, however using the base-
line regression approach. Further, we incorporate the DI-
NOv2 coarse features in Setup V, this gives a significant
improvement, owing to their significant robustness. Next,
in Setup VI change the loss function and output represen-
tation of the Transformer match decoder Dθ to regression-
by-classification, and next in Setup VII use the robust re-
gression loss. Both these changes further significantly im-
prove performance. This setup constitutes RoMa. When
we change back to the original ConvNet match decoder
in Setup VIII from this final setup, we find that the perfor-
mance significantly drops, showing the importance of the
proposed Transformer match decoder.

Table 5. SotA comparison on MegaDepth-1500 [30, 48]. Mea-
sured in AUC (higher is better).

Method ↓ AUC@→ 5◦ ↑ 10◦ ↑ 20◦ ↑

LightGlue [33] ICCV’23 51.0 68.1 80.7

LoFTR [48] CVPR’21 52.8 69.2 81.2
PDC-Net+ [56] TPAMI’23 51.5 67.2 78.5
ASpanFormer [13] ECCV’22 55.3 71.5 83.1
ASTR [65] CVPR’23 58.4 73.1 83.8
DKM [17] CVPR’23 60.4 74.9 85.1
PMatch [67] CVPR’23 61.4 75.7 85.7
CasMTR [11] ICCV’23 59.1 74.3 84.8
RoMa 62.6 76.7 86.3

Table 6. SotA comparison on ScanNet-1500 [14, 44]. Measured
in AUC (higher is better).

Method ↓ AUC@→ 5◦ ↑ 10◦ ↑ 20◦ ↑

SuperGlue [44] CVPR’19 16.2 33.8 51.8

LoFTR [48] CVPR’21 22.1 40.8 57.6
PDC-Net+ [56] TPAMI’23 20.3 39.4 57.1
ASpanFormer [13] ECCV’22 25.6 46.0 63.3
PATS [38] CVPR’23 26.0 46.9 64.3
DKM [17] CVPR’23 29.4 50.7 68.3
PMatch [67] CVPR’23 29.4 50.1 67.4
CasMTR [11] ICCV’23 27.1 47.0 64.4
RoMa 31.8 53.4 70.9

4.2. Training Setup

We use the training setup as in DKM [17]. Following DKM,
we use a canonical learning rate (for batch-size 8) of 10−4

for the decoder, and 5 · 10−6 for the encoder(s), which we
scale linearly with batch-size. We use the same training
split as in DKM, which consists of randomly sampled pairs
from the MegaDepth and ScanNet sets excluding the scenes
used for testing. The supervised warps are derived from
dense depth maps from multi-view-stereo (MVS) of SfM
reconstructions in the case of MegaDepth, and from RGB-D
for ScanNet. Following previous work [13, 17, 48], we use
a model trained on the ScanNet training set when evaluating
on ScanNet-1500. All other evaluation is done on a model
trained only on MegaDepth. As in DKM we train both the
coarse matching and refinement networks jointly. Note that
since we detach gradients between the coarse matching and
refinement, the network could in principle also be trained
in two stages. For results used in the ablation, we used a
resolution of 448×448, and for the final method we trained
on a resolution of 560× 560.

4.3. Two-View Geometry

We evaluate on a diverse set of two-view geometry bench-
marks. We follow DKM [17] and sample correspondences
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Table 7. SotA comparison on Megadepth-8-Scenes [17]. Mea-
sured in AUC (higher is better).

Method ↓ AUC → @5◦ @10◦ @20◦

PDCNet+ [56] TPAMI’23 51.8 66.6 77.2
ASpanFormer [13] ECCV’22 57.2 72.1 82.9
DKM [17] CVPR’23 60.5 74.5 84.2
RoMa 62.2 75.9 85.3

using a balanced sampling approach, producing 10,000
matches for estimation. We consistently improve compared
to prior work across the board, in particular achieving a
relative error reduction on the competitive IMC2022 [26]
benchmark by 26%, and a gain of 36% in performance on
the exceptionally difficult WxBS [37] benchmark.
Image Matching Challenge 2022: We submit to the 2022
version of the image matching challenge [26], which con-
sists of a hidden test-set of Google street-view images with
the task to estimate the fundamental matrix between them.
We present results in Table 3. RoMa attains significant im-
provements compared to previous approaches, with a rela-
tive error reduction of 26% compared to the previous best
approach.
WxBS Benchmark: We evaluate RoMa on the extremely
difficult WxBS benchmark [37], version 1.1 with updated
ground truth and evaluation protocol4. The metric is mean
average precision on ground truth correspondences consis-
tent with the estimated fundamental matrix at a 10 pixel
threshold. All methods use MAGSAC++ [2] as imple-
mented in OpenCV. Results are presented in Table 4. Here
we achieve an outstanding improvement of 36% compared
to the state-of-the-art. We attribute these major gains to
the superior robustness of RoMa compared to previous ap-
proaches. We qualitatively present examples of this in the
supplementary.
MegaDepth-1500 Pose Estimation: We use the
MegaDepth-1500 test set [48] which consists of 1500 pairs
from scene 0015 (St. Peter’s Basilica) and 0022 (Branden-
burger Tor). We follow the protocol in [13, 48] and use a
RANSAC threshold of 0.5. Results are presented in Table 5.
ScanNet-1500 Pose Estimation: ScanNet [14] is a large
scale indoor dataset, composed of challenging sequences
with low texture regions and large changes in perspective.
We follow the evaluation in SuperGlue [44]. Results are
presented in Table 6. We achieve state-of-the-art results,
achieving the first AUC@20◦ scores over 70.
MegaDepth-8-Scenes: We evaluate RoMa on the
Megadepth-8-Scenes benchmark [17, 30]. We present re-
sults in Table 7. Here too we outperform previous ap-
proaches.

4https://ducha- aiki.github.io/wide- baseline-
stereo-blog/2021/07/30/Reviving-WxBS-benchmark

Table 8. SotA comparison on InLoc [49]. We report the per-
centage of query images localized within 0.25/0.5/1.0 meters and
2/5/10◦ of the ground-truth pose (higher is better).

Method DUC1 DUC2
(0.25m,2◦)/(0.5m,5◦)/(1.0m,10◦)

PATS 55.6 / 71.2 / 81.0 58.8 / 80.9 / 85.5
DKM 51.5 / 75.3 / 86.9 63.4 / 82.4 / 87.8
CasMTR 53.5 / 76.8 / 85.4 51.9 / 70.2 / 83.2
RoMa 60.6 / 79.3 / 89.9 66.4 / 83.2 / 87.8

4.4. Visual Localization

We evaluate RoMa on the InLoc [49] Visual Localization
benchmark, using the HLoc [43] pipeline. We follow the
approach in DKM [17] to sample correspondences. Results
are presented in Table 8. We show large improvements com-
pared to all previous approaches, setting a new state-of-the-
art. We show results on Aachen v1.1 in the supplementary.

5. Conclusion
We have presented RoMa, a robust dense feature matcher.
Our model leverages frozen pretrained coarse features from
the foundation model DINOv2 together with specialized
ConvNet fine features, creating a precisely localizable and
robust feature pyramid. We further improved performance
with our proposed tailored transformer match decoder,
which predicts anchor probabilities instead of regressing co-
ordinates. Finally, we proposed an improved loss formu-
lation through regression-by-classification with subsequent
robust regression. Our comprehensive experiments show
that RoMa achieves major gains across the board, setting
a new state-of-the-art. In particular, our biggest gains (36%
increase on WxBS [37]) are achieved on the most difficult
benchmarks, highlighting the robustness of our approach.
Code is provided at github.com/Parskatt/RoMa.
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