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Abstract
3D Object Detectors (3D-OD) are crucial for under-

standing the environment in many robotic tasks, especially
autonomous driving. Including 3D information via Lidar
sensors improves accuracy greatly. However, such detectors
perform poorly on domains they were not trained on, i.e.
different locations, sensors, weather, etc., limiting their re-
liability in safety-critical applications. There exist methods
to adapt 3D-ODs to these domains; however, these methods
treat 3D-ODs as a black box, neglecting underlying archi-
tectural decisions and source-domain training strategies.
Instead, we dive deep into the details of 3D-ODs, focusing
our efforts on fundamental factors that influence robustness
prior to domain adaptation.

We systematically investigate four design choices (and
the interplay between them) often overlooked in 3D-OD ro-
bustness and domain adaptation: architecture, voxel encod-
ing, data augmentations, and anchor strategies. We assess
their impact on the robustness of nine state-of-the-art 3D-
ODs across six benchmarks encompassing three types of do-
main gaps - sensor type, weather, and location.

Our main findings are: (1) transformer backbones with
local point features are more robust than 3D CNNs, (2)
test-time anchor size adjustment is crucial for adaptation
across geographical locations, significantly boosting scores
without retraining, (3) source-domain augmentations allow
the model to generalize to low-resolution sensors, and (4)
surprisingly, robustness to bad weather is improved when
training directly on more clean weather data than on train-
ing with bad weather data. We outline our main conclusions
and findings to provide practical guidance on developing
more robust 3D-ODs.

1. Introduction

The key objective of 3D object detection (3D-OD) is to ac-
curately localize and identify objects of different classes
in the 3D environment using sensor data such as point
clouds [35, 36, 45] or images [25, 40, 46]. Lidar sensors
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Figure 1. An overview of the three main domain gaps under study.
We show the main shift types for each domain gap along with the
underlying design choices that influence model robustness.

have played a pivotal role in this endeavor, as they can pro-
vide dense and highly precise point clouds using a long
scanning range. While 3D object detection models reliant
on Lidar point clouds have achieved remarkable results on
demanding benchmarks such as KITTI [13], Waymo [37],
and NuScenes [3], they face a significant performance drop
when deployed in unfamiliar settings. This decline in per-
formance might arise from migrating to a different sensor,
owing to changes in point sparsity levels and scanning pat-
terns, or from changes in the perceived 3D shapes of ob-
jects due to adverse weather conditions like rain, fog, or
snow. Other changes can stem from deployment in a new
geographical location that exhibits different statistical prop-
erties like smaller or bigger object sizes. All these scenarios
pose a considerable threat to the safety and reliability of au-
tonomous driving.

Domain Adaptation (DA) promises to address these is-
sues by adapting models trained on a source domain to a
target domain, achieving strong results on some domain
gaps [9, 11, 16, 17, 26, 27, 41–44, 47–49, 53]. However,
these methods often treat detection models as black-boxes
relying heavily on the availability of target domain data.
This leaves a gap in understanding: how do architectural
choices and training strategies affect generalization to tar-
get domains? Furthermore, not all DA methods develop
their techniques using the same architectures, making it
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even harder to evaluate these models. Unlike images, point
clouds are unordered 3D structures, allowing for a broader
range of Lidar-based detector design options - operating on
points, voxels, or a combination of both.

Understanding the robustness of 3D Lidar detectors thus
holds significant importance, given that data distribution
shifts are inevitable and more likely to occur with the grow-
ing deployment of autonomous vehicles. Recently, there
have been studies in this field [12, 29, 51, 55], focusing pri-
marily on corruptions benchmarking and identifying sensor
representations (RGB, Lidar, or fusion) exhibiting greater
resilience. Notably, these works highlight that fusion mod-
els suffer greater when the Lidar input, as opposed to RGB,
is corrupted. Following this, our particular focus lies on
Lidar-only 3D-ODs and the impact of design choices on de-
tection robustness, ultimately providing recommendations
on standard practice and solutions. Furthermore, unlike pre-
vious works [12, 55], we study domain gaps that are not
necessarily caused by environmental or sensor corruptions
but are still harmful to the detection performance, such as
different geo-locations and sensor resolution. We methodi-
cally isolate and study each domain gap when benchmark-
ing, giving careful attention to the differences in sensor dif-
ferences, location, and weather.
Contribution. In this work, we methodically study the ef-
fect of several design choices in the architecture and train-
ing strategy on the generalization of Lidar-based detectors
to unseen domains. Our aim is to preserve as much accuracy
as we can before relying on domain adaptation. We present
a taxonomy of various domain shift types in each domain
gap (Fig. 1) and four underlying design choices (architec-
ture, augmentation, voxel size, anchor size) that can poten-
tially address these domain shifts. Then, in Sec. 3, we evalu-
ate nine state-of-the-art 3D detectors on six DA benchmarks
featuring three domain gaps (weather, location, and reso-
lution), analyzing the impact of many common architec-
tural designs. A large number of controlled experiments and
apple-to-apple comparisons are subsequently conducted to
disentangle the best practices for each domain gap in sec-
tions 4, 5 and 6. Similar to previous devil-in-the-detail in-
vestigative works for CNNs on images [4, 5, 33, 52], we
show that often simple and overlooked details can signif-
icantly influence out-of-domain (OOD) performance. The
main focus of this work is to provide an empirical study to
understand the robustness of different design choices in Li-
dar 3D-OD. We also provide solutions to some of the prob-
lems based on our findings and point out potential research
areas. We present a summary of the novel findings and prac-
tical recommendations in Sec. 7.

2. Related Works
Robustness Benchmarks for 3D-OD is a relatively new
research area that seeks to study the robustness of 3D de-

tectors under different unseen corruptions. Previous stud-
ies [12, 51, 55] primarily concentrated on categorizing these
corruptions and establishing benchmarks to evaluate the
OOD performance of different sensor representations (cam-
era, Lidar, fusion of both). [51] introduced a benchmark for
camera-lidar fusion models, revealing a heavy reliance on
Lidar as these models fail worse when only Lidar data is
corrupted. [12] established more benchmarks showing that
fusion models are the most robust, while the camera-only
models are the most vulnerable. Both studies underscore
the importance of Lidar. Finally, [55] studied the robust-
ness of bird-eye view representations in camera-only and
fusion models when subjected to environmental corruption
and adversarial attacks. Motivated by prior research, our
study focuses exclusively on Lidar-only models and delves
into the intricate relationship between design choices in the
3D-OD pipeline and robustness in unseen domains. While
this has been extensively studied in images [18, 20, 31, 34],
it is still lacking in Lidar.
Domain Adaptation for Lidar 3D-OD has started to gain
more attention in the past few years but is still not as ma-
ture as DA on images [6–8, 19, 24]. SN [41] has identi-
fied object size as the major shift type across different lo-
cations and introduced an approach to resize the source do-
main labels based on the mean object size (MOS) of the
target domain. Many approaches have then followed, lever-
aging self-training methods [11, 16, 17, 26, 42, 43, 47, 48],
contrastive instance-level feature alignment [49], adversar-
ial learning [9], data augmentations [42, 43, 47, 48, 53] or
anchor scaling [11, 27]. Lidar beam distillation [43] specifi-
cally addresses the cross-resolution domain gap by learning
progressively downsampled versions of the source domain
with a teacher-student model while employing ST3D [47]
on the target domain data. 3D-VField [22] introduces a
data augmentation for synthetic-to-real domain generaliza-
tion, where foreground objects are deformed using vector
fields. To improve the generalization to adverse weather
conditions, SPG [44] restores missing points through a self-
supervised method. By simulating the characteristics of
lasers in foggy settings, [15] transforms pointclouds col-
lected in sunny scenes into pointclouds in fog and use them
as data augmentation.

3. Benchmarking
It has been shown in several works on image percep-
tion [1, 14, 18, 20, 30] that the network’s architecture has
a significant impact on its generalization ability. Here, we
seek to answer this question in the context of Lidar 3D-OD.

3.1. Architectures

We take a closer look at nine state-of-the-art 3D detectors
(using their official code based on OpenPCDet [38]) and
present a taxonomy of their architectural components in
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Representation Model 3D Feature Encoder BEV DenseHead RCNNVoxels Points Backbone
Points PointRCNN [35] ✗ PointNet ✗ PointHead PointRCNN

Voxels

PointPillars [21] ✗ ✗ ✓ AnchorHead ✗
Second [45] 3DCNN×8 ✗ ✓ AnchorHead ✗

Voxel-RCNN [10] 3DCNN×8 ✗ ✓ AnchorHead Voxel
VOTR-VoxelRCNN VOTR ✗ ✓ AnchorHead Voxel

Hybrid (PV)
CenterPoint [50] 3DCNN×8 ✗ ✓ Centerhead Point

PV-RCNN-Centerhead [38] 3DCNN×8 VSA ✓ CenterHead PV
PV-RCNN [36] 3DCNN×8 VSA ✓ AnchorHead PV

VOTR-TSD [28] VOTR VSA ✓ AnchorHead PV

Table 1. Taxonomy of state-of-the-art Lidar 3D detectors based on their common and specific architectural components.

Tab. 1. We break down the architecture of a 3D detector into
four main parts: a 3D feature encoder, a 2D BEV backbone,
a dense head, and an RCNN head (in the case of a two-stage
model). We find that these nine frameworks can be further
categorized into three main approaches based on the point-
cloud representation: point-based, voxel-based, and hybrid-
based (points and voxels (PV)).

Point-based approaches like PointRCNN [35] employ a
PointNet [32]-like feature extractor and an anchor-based
dense head ( PointHead) processing point features. On the
other hand, voxel-based approaches discretize the point-
cloud into pillars and process the resulting BEV features
with a 2D backbone (Pillars) or discretize into voxels and
employ a 3DCNN with 8× downsampling (SECOND).
Two-stage voxel detectors (VoxelRCNN) employ an addi-
tional voxel-only RCNN head. We also experiment by re-
placing the 3DCNN in VoxelRCNN with the VOTR back-
bone in VOTR-TSD [28] and name this model VOTR-
VoxelRCNN. Lastly, in hybrid approaches like PVRCNN,
PVRCNN-Centerhead and VOTR-TSD, point features are
extracted alongside voxel features via the voxel set abstrac-
tion (VSA) module [36], which are then used in the RCNN
head. Note that while CenterPoint uses voxels only in the
feature extractor, its CenterHead also uses point features so
we classify it as a hybrid approach. Tab. 1 can be viewed
as an ablation study on a single abstract 3D object detec-
tor, allowing us to perform apple-to-apple comparisons and
pinpointing the effect of single architectural components.

3.2. Experimental Setup

We choose six common benchmarks formed by four
datasets to evaluate the robustness of the studied models.
An overview of the utilized datasets and the existing do-
main gaps between them are shown in Tab. 2. To study
the resolution domain gap in more details, we follow [43]
and downsample the KITTI dataset two times (KITTI-32)
and four times (KITTI-16). We report the 3D Average
Precision (3D AP) with 40-points Recall on the classes
car, pedestrian and cyclist using the official evaluation met-
rics for each benchmark: KITTI metrics for Waymo-to-
Kitti (W→K), Waymo-to-NuScenes (W→N), NuScenes-

Dataset VFOV Lines #Samples Location Weather
KITTI [−23.6◦, 3.2◦] 64 14k/2k/734 Germany Clear
Waymo [−17.6◦, 2.4◦] 64 4.7M/2.2M/53k USA Clear
Kirkland [−17.6◦, 2.4◦] 64 312k/21k/0 Kirkland Rainy
nuScenes [−30.0◦, 10.0◦] 32 196k/100k/10k Boston & Singapore Clear

Table 2. A summary of the datasets used in this study. # Training
samples is reported for Car/Pedestrian/Cyclist.

to-KITTI (N→K), KITTI64-to-KITTI32 (K64→K32) and
KITTI64-to-KITTI16 (K64→K16), and Waymo metrics for
Waymo-to-Kirkland (W→Kr). Note that we train on the
20% training split of the Waymo dataset to achieve a high
number of experiments. In all experiments, we choose
the best-performing checkpoint on the validation set of the
source domain and evaluate it on the target domain valida-
tion split, following DA works [47].

3.3. Results

We report the results in Tab. 3 and the key findings.
Finding 1: VOTRs outperform 3D CNNs in the mean AP

across all domain gaps when coupled with point features
(VOTR-TSD). This finding only partially aligns with obser-
vations in image perception literature [1, 14, 18], where it
has been shown that transformers are more robust than 3D
CNNs. We observe that 3D CNNs can be more robust than
VOTRs in voxel-only models (VoxelRCNN versus VOTR-
VoxelRCNN). The addition of point features enhances the
performance of VOTR, as it adds a much-needed spatial lo-
cal context to the transformer’s large receptive field of view.
This is more important in Lidar than images, because the
relative size of some classes, like Pedestrians, to the input
size is much smaller in pointclouds than in images.

Finding 2: Anchorless detectors are robust in the
weather domain gap. This is more evident on the Pedestrian
class, where CenterPoint and PVRCNN-Centerhead outper-
form other models by 4-5 AP.

Finding 3: Adding point features in the backbone in-
creases robustness, especially for transformers. VOTR-
TSD outperforms VOTR-VoxelRCNN (Tab. 3), PVRCNN-
Centerhead outperforms Centerpoint but PVRCNN and
VoxelRCNN have similar performance. The key distinction
between these pairs is point features in the backbone.
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Features Architecture Method K64→K32 (R) K64→K16 (R) W→K (G) W→N (G+R) W→Kr (W) N→K (G+R) Mean
Car Ped Cyc Car Ped Cyc Car Ped Cyc Car Ped Cyc Car Ped Car Ped Cyc Car Ped Cyc

Point MLP PointRCNN 74.7 51.86 61.52 51.74 21.03 24.71 5.04 28.22 0.0 12 3.92 0.0 19.24 5.86 13.81 25.31 0.0 29.42 22.7 18.25

Voxel Conv PointPillars 70.48 35.81 25.93 53.16 20.5 9.28 12.75 48.34 34.9 20.9 5.45 0.04 46.77 13.79 0.0 0.0 0.0 34.01 20.65 10.93
Conv Second 73.5 41.11 39.1 50.71 16.63 17.58 9.91 41.39 22.74 17.84 4.44 0.22 46.04 14.97 6.36 13.43 0.0 34.06 22 15.17
Conv VoxelRCNN 76.96 56.71 50.18 56.11 27.24 24.64 20.09 55.33 34.81 19.71 0.05 0.0 52.18 20.7 7.48 20.96 0.0 38.75 30.16 19.47
ViT VOTR-VoxelRCNN 76.05 51.62 46.04 55.7 24.55 20.79 21.34 29.96 1.63 15.34 0.02 0.0 49.21 15.81 19.26 26.82 2.04 39.48 24.8 22.48

Hybrid Conv CenterPoint 71.18 42.71 44.19 52.8 15.11 14.27 13.78 53.39 42.43 19.05 5.63 0.5 50.23 30.72 8.96 19.94 0.04 36 27.92 18.57
Conv PVRCNN Centerhead 71.39 44.64 34.2 44.24 15.39 12.02 15.06 52.47 40.13 20.59 6.84 0.42 52.79 29.02 28.52 21.67 0.03 38.76 28.34 23.46
Conv PVRCNN 77.62 53.96 50.3 54.07 27.13 26.36 16.61 50.22 34.09 20.36 5.79 0.53 54.34 25.79 10.46 17.46 0.0 38.91 30.06 19.38
ViT VOTR-TSD 76.29 49.78 49.76 55.61 21.71 24.38 15.75 46.19 39.28 21.32 7.0 3.48 52.52 26.56 26.26 26.56 4.7 41.29 29.63 25.69

Table 3. Evaluation of different architectures on six DA benchmarks. Beside each benchmark, we denote whether it is mainly caused by
a resolution (R), weather (W), or geographical location (G) discrepancy. Voxel Transformers and hybrid representations are found to be
more robust, on average, across the considered domains. Note that the Kirkland (Kr) dataset does not have the class cyclist.

4. Location Domain Gap

It has been shown that discrepancies in object sizes across
geographical locations are the main cause of bad generaliza-
tion [41, 47, 48]. Explanations and remedies to this problem
are controversial: while some works address this problem
by varying the label size on the source domain [41, 47],
others [11, 27] change the anchor size without a labeled tar-
get set with mixed results. As both strategies were explored
in different settings, it is not clear which is the most benefi-
cial. In this section, we perform experiments on the W→K,
W→N and N→K benchmarks to highlight the most influen-
tial design choices. We train exclusively on the class car as
it exhibits the most variations across different locations, fol-
lowing [41, 47] (see Appendix for Multiclass experiments).

4.1. Anchor Size

The anchor size in 3D-OD is a carefully tuned hyperparam-
eter and is usually close to the mean object size (MOS)
of the training dataset. In Fig. 2, we seek to answer two
questions: Is there a connection between anchor size and
performance in OOD scenarios? And, when considering
training and test phases, which holds greater significance:
the anchor size during training or testing? We perform
our experiments using the SECOND model [45] due to its
good performance in DA benchmarks [47] and its low com-
putation requirements. We train three models, each with
a different anchor. The first uses the default training an-
chor on Waymo dataset, while the second and third use a
smaller and a larger one, respectively. We notice the follow-
ing: 1) There is no correlation between the anchor size at
training time and the OOD performance. All three models
have low AP when they use the same anchor size they were
trained on. 2) However, changing anchor size at test time
leads to strong variation in the performance. 3) The best-
performing anchors are found to be always smaller than the
training anchor. This is also true when the target MOS is
bigger than the source MOS (see Appendix). 4) There ex-
ists indeed a test-time anchor size that yields a very high
performance on the target domain without retraining. This
is heuristically determined with a simple greedy algorithm:
we change one dimension at a time and select the value that
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Figure 2. Evaluation of different anchor sizes (in the order of in-
creasing volumes) at test-time on W→K car benchmark. Three
training experiments using SECOND are performed, each with a
different anchor size. Using the same size at test-time results in
a poor performance (◦), but a very high peak can be obtained by
going for lower anchor sizes.

achieves the best AP on the validation set. Then, we fix this
value and change the subsequent dimensions following the
same procedure (see Appendix). While this is the best an-
chor we find using this optimization procedure, there might
be a more optimal solution. Finally, note that the described
technique of changing anchor size at test-time is not meant
to be a proposed domain generalization approach (since we
directly tune the anchor on the target dataset). Instead, we
reveal that this simple trick can significantly enhance the
performance in a semi-supervised, weak, or federated do-
main adaptation setting.

4.2. Anchor vs. Label Strategy

In Tab. 4, we contrast the two strategies against each other
at training time. Specifically, we train SECOND using
the random object scaling (ROS) proposed in ST3D [47],
where the foreground objects and their labels are randomly
resized. Moreover, we train SECOND with multiple an-
chors (three) and include an anchorless detector in the anal-
ysis (CenterPoint). While training with anchors of differ-
ent sizes is very common in 2D-OD, it is surprisingly not
used in 3D-OD [38], as models are usually trained with
two anchors per class of the same size with different ori-
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Figure 3. Evaluation of all models on K64, K16, K64→K16 and K16→K64 benchmarks. The mAP for all classes is reported. The
performance drops significantly from high-to-low resolution while it increases from low-to-high at test-time.

Model Waymo W→K W→N
Second 57.42 16.41 18.69
Second w/ ROS 49.01 41.91 14.09
Second 3 Anchors 59.86 14.58 21.22
Second 3 Anchors w/ ROS 51.83 33.74 16.01
CenterPoint 58.48 13.86 20.08
CenterPoint w/ ROS 53.30 34.46 16.61

Table 4. Investigating the effect of ROS, using multiple anchors
and anchorless detectors on the OOD performance of the class car.
The source AP (Waymo) is also considered.

Model W→K W→N N→K
PointRCNN 5.38 / 35.55 1.31 / 14.29 15.0 / 27.11
PointPillar 10.48 / 65.14 21.01 / 23.84 0.04 / 0.01
SECOND 16.41 / 66.81 18.69 / 21.31 4.97 / 41.64

VoxelRCNN 18.28 / 59.49 19.47 / 21.34 8.74 / 29.0
VOTR-VORCNN 18.15 / 65.14 19.38 / 21.18 18.47 / 46.96

PVRCNN 9.69 / 40.86 20.08 / 22.31 14.84 / 26.67
VOTR-TSD 14.47 / 52.64 21.66 / 23.74 24.75 / 35.0

Table 5. Benchmarking the effect of changing the anchor size on
different anchor-based models: we report the 3D AP on the class
car before/after tuning the anchor at test time.

entations. We find that: 1) Anchorless detectors exhibit
only a marginal improvement in generalization compared to
anchor-based detectors when dealing with objects of vari-
ous sizes. Their performance is notably suboptimal. 2) ROS
enhances robustness on KITTI but decreases performance
on NuScenes and the source domain. 3) The utilization of
multiple anchor sizes adds positive gains on Waymo and
W→N. In summary, there is no universally generalizable
technique at training time across all locations. From a con-
tinual learning perspective, we argue it is more beneficial to
fix the original training labels and change the anchor at test
time using a small set of labeled target data.

4.3. Effects on different Architectures

In Tab. 5, we evaluate the effect of tuning the anchor size
at test time on seven state-of-the-art anchor-based models.
Results are reported on the three DA benchmarks exhibit-
ing different object sizes: W→K, W→N, and N→K. We

find that: 1) The performance of all models increases on
all 3 benchmarks. 2) The effect is more pronounced when
the discrepancy between object sizes in the source and tar-
get datasets is great. For instance, the effect is stronger on
W→K than on W→N. 3) This technique more positively in-
fluences voxel-only models than point-only or hybrid mod-
els. The AP of VOTR-TSD and PVRCNN post-tuning is
lower than voxel-only models.

5. Sensor Domain Gap

We commonly notice an underlying domain gap on the sen-
sor level, which can sometimes lead to very different rep-
resentations of the 3D environment. It is hard to isolate
this domain gap since acquiring the same data with differ-
ent sensors is practically troublesome. Moreover, common
Lidar DA benchmarks are complicated by the fact that the
gaps between source and target domains stem from multi-
ple factors at once. For instance, the benchmarks W→N
and N→K feature domain gaps on the sensor level and
the object size. For this reason, we follow [43] and study
the benchmarks which predominantly exhibit a discrep-
ancy on the sensor level, namely K64→K32, K64→K16,
K16→K64 and W→N (since the average object sizes be-
tween Waymo and NuScenes are close). We make the dis-
tinction between two cases: (1) same Vertical-FOV and dif-
ferent number of beams, and (2) different V-FOV. The sec-
ond case is represented by W→N, resulting in a different
sampling pattern and is considerably harder to solve.

5.1. Low-to-High vs. High-to-Low

In Fig. 3, we compare the performance of all models on the
benchmarks K64→K16 and add K16→K64, presenting a
high-to-low and low-to-high domain gaps respectively. We
report the mean AP for all 3 classes (car, pedestrian and
cyclist) and add oracles on K64 and K16 as well. The re-
sults consistently show that the high-to-low domain gap is
much harder to tackle than the low-to-high gap, as all mod-
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nine training experiments on K64, and the lower resolutions K32, and K16. mAP for all classes is reported. Larger heights increase
performance on the unseen target domains (2-7 mAP points), while keeping the source performance relatively stable (2-3 mAP points).

Source Domain - 64 Lines Target Domain - 32 Lines

Figure 5. Left: Source domain with 64 lines. Right: In a target
domain with 32 lines, a large number of voxels will be empty if
the voxel height is too small (blue voxel), but this number will be
reduced if the voxel height is increased (red voxel).

els trained on K16 achieve a higher mAP on K64 (out-of-
domain) than K16 (in-domain). While the performance of
K16→K64 is still lower than the Oracle on K64, the differ-
ence is small for most models. In the rest of this section, we
focus on the High-to-Low discrepancy.

5.2. Voxel Encoding

In [36, 45], it is observed that reducing the voxel size im-
proves source domain performance. The impact of this
change on the model’s ability to handle sparser point-
clouds at test time remains unclear. A common view in
the field [43] is that a smaller number of points per fore-
ground object at test time is behind the performance drop.
We reframe this explanation on the voxel level: a smaller
number of beams results in more empty voxels vertically,
which will not be used for detection. The smaller the voxel
height, the stronger this effect becomes. On the other hand,
a larger height would reduce the difference in the num-
ber of empty voxels between source and target domains.
In our investigation, we train models with different voxel
heights in Fig. 4. We validate this hypothesis on three mod-
els (SECOND, PVRCNN and VOTR-TSD), by changing
the voxel height from 0.1m on KITTI to 0.0625m (small)
and 0.125m (high). Results confirm that there is a positive
correlation between voxel height and robustness on low-
resolution sensors as the 3D mAP increases in most experi-
ments on the target domain (K32 and K16) while remaining
relatively stable on the source domain (K64). The improve-

ment is especially pronounced in the sparsest domain (K16),
where models exhibit an increase of 3 to 7 mAP points. A
simple conceptual illustration is drawn in Fig. 5.

5.3. Data Augmentations

In Tab. 6, we investigate the influence of data augmenta-
tions on model robustness across the three benchmarks in
the High-to-Low domain gap. In particular, Groundtruth-
Sampling (GT-sampling) is a widely used technique that
augments the number of foregrounds by drawing samples
from a database of source domain objects. We also eval-
uate shape augmentation (SA) proposed in [54], which re-
moves certain parts of the object and/or downsamples its
points. For more investigations, we introduce two other
augmentations (see Fig. 6). (1) Line downsampling (LD),
inspired by [43], consists in downsampling Lidar beams of
the source scans in the vertical direction by a factor of 2
with a probability pd=2 = 0.3 and by a factor of 4 with
a probability pd=4 = 0.2. Unlike [43], no teacher-student
training is needed. (2) A variant of GT-sampling, which we
term Mixed GT-Sampling, consists in adding samples ex-
tracted from another dataset with a different V-FOV com-
pared to the source dataset. In this case, we add samples
from KITTI for W→N and samples from NuScenes for the
KITTI benchmarks. This technique can also be used with
pointclouds synthesized by generative models like [2, 23].

We find that: 1) GT-Sampling has negative effects on
some classes, as the detection accuracy deteriorates on
pedestrians in K64→K32-16 and cars in W→N. We hy-
pothesize this is due to overfitting on source domain shapes.
2) Mixed GT-Sampling can restore the performance drop of
GT-Sampling and adds small gains, reducing the overfitting
of the original method. 3) The impact of point sparsity aug-
mentations on robustness is the most significant. SA and LD
serve as potent domain randomization tools that enhance
performance on the sparser target. The mAP can even ex-
ceed the PVRCNN oracle on K32. It is worth noting that
in the K64→K32-16 benchmarks, LD is employed to per-
fectly mimic the target domain, which accounts for the out-
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Figure 6. Visualizattion of the two introduced augmentations on the Waymo dataset. In (b), objects with different colors denote the
augmented groundtruth samples from the target domain (KITTI).

Model Augmentation W→N K64 → K32 K64 → K16
Car Ped Cyc Car Ped Cyc Car Ped Cyc

PVRCNN

No Aug 20.36 5.79 0.53 77.62 53.96 50.3 54.07 27.13 26.36
GT-Sampling 15.86 5.29 0.0 77.97 47.83 60.54 57.61 14.45 25.44

Mixed GT-Sampling 20.57 7.62 0.0 78.79 55.37 50.74 55.92 23.93 27.23
Shape Augmentation (SA) 20.16 5.73 0.0 78.46 54.98 56.11 59.08 33.74 30.45
Line Downsampling (LD) 23.97 10.57 0.0 82.72 61.28 64.24 71.57 51.64 46.33

Oracle 37.85 24.56 1.67 81.45 51.75 61.55 72.71 53.05 49.8

Table 6. Impact of common and introduced data augmentations on the OOD performance in high-to-low resolution domain gaps. SA and
LD are found to consistently improve the AP on target domains, while the widely used GT-Sampling causes overfitting on some classes.

standing performance. However, this controlled experiment
shows that if point sparsity arises from a different number
of beams while maintaining the same V-FOV, this straight-
forward technique will enhance the model’s robustness. It is
also the highest performing on the more challenging W→N.

6. Weather Domain Gap
The weather domain gap in Lidar is particularly hard to ad-
dress: it introduces artifacts such as missing points or clut-
ters resulting from light scattering. Sometimes a significant
part of the pointcloud can be missing [44]. We choose to
perform experiments on the Waymo to Kirkland [37] bench-
mark similar to SPG [44] instead of introducing simulated
weather effects on existing datasets.

6.1. Transferability versus Discriminability

Previous research [44] has demonstrated a significant de-
crease in performance on bad weather data. This has of-
ten been formulated as a transferability problem: how can
the models trained on good weather data transfer to bad
weather data? However, we notice that a simple in-domain
evaluation of common 3D detectors on bad weather data is
missing. In Figure 7, we assess different models using the
Kirkland validation split. Each model is trained two times,
once on Waymo data (W→Kr) and once on the Kirkland
training split, which is regarded as the oracle performance
or upper bound. Interestingly, we find that models trained
on clean weather data exhibit comparable or even supe-
rior generalization to poor weather conditions compared
to those trained on bad weather data. This is especially

true for the class Pedestrian, which exhibits the most de-
terioration in adverse weather. This finding aligns with a
previous work [39] but takes it a step further: while [39]
demonstrates that training on abundant clear weather data
(source) is better than training on mixed weather samples
(source + target), we show that it is even better than train-
ing on a large dataset of target domain only samples. Note
that we use a much larger dataset of bad weather conditions
than [39]. This reveals that detection in bad weather condi-
tions is not merely a transferability problem; rather, it is a
discriminability problem where simple supervised learning
is hard. We believe more research should focus on build-
ing better models for this domain or on integrating other
modalities (camera, radar) to improve detection in adverse
conditions.

6.2. Data Augmentations and Voxel Size

In Tab. 7, we report the result of different design choices us-
ing PVRCNN. We find that: 1) The weather domain gap is
not significantly affected by augmentations. GT-Sampling
shows modest gains on the pedestrian class, while the other
augmentations slightly increase the vehicle class. 2) PVR-
CNN with a smaller voxel size trained only on 20% of
Waymo dataset is able to outperform SPG [44] on the Ve-
hicle class, as SPG uses a larger voxel size. This highlights
again the importance of choosing the right voxel size as it
can increase or decrease the model’s robustness. 3) Train-
ing on source and target does not improve the performance.
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Figure 7. Evaluation of all models on the Waymo→Kirk benchmark, with Oracle included. The mAP is reported for cars and pedestrians
since Kirk has no cyclist class. Surprisingly, the source-only model performs better than the oracle itself, especially on the pedestrian class,
revealing the challenge of simple supervised learning on bad weather data.

Method Waymo Waymo → Kirk
Veh. Ped. Veh. Ped.

No Augmentation w/ Voxel (0.1, 0.1, 0.15) 71.22 67.72 55.48 22.20

GT-Sampling 71.01 68.23 55.02 23.85
GT-Sampling + LD 71.22 67.62 56.07 22.04
GT-Sampling + SA 71.66 68.11 55.72 21.48
Mixed Domain training (source + target) 70.58 65.91 54.24 21.34

SPG∗ w/ Voxel (0.2, 0.2, 0.3) [44] 70.63 62.31 53.51 26.44
No Augmentation w/ Voxel (0.1, 0.1, 0.1) 71.27 68.21 55.78 23.73

Table 7. Results of different augmentation and voxel size setttings
on Waymo → Kirk using PVRCNN. ∗ trains on the whole Waymo
dataset. No setting is optimal, but a small voxel size can outper-
form SPG on the class Vehicle, even though no DA method is used.

7. Discussion and Conclusion

We explored the robustness of Lidar-based 3D detectors
across three main domain gaps: sensor, weather, and loca-
tion. We evaluated nine state-of-the-art models on six com-
mon Domain Adaptation benchmarks. By conducting large-
scale experiments and observing various design choices in
the 3D-OD pipeline - architecture, data augmentation, an-
chor size, and voxel size - we draw several important find-
ings across this pipeline.
Anchor Size
1. Changing anchor size at test-time can notably enhance

model performance across various locations, indicating
that contrary to common belief, models have learned a
generalizable representation, albeit at different scales.

2. Training with larger anchors is recommended for practi-
cal applications, as the optimal anchor is always found
to be smaller than the training anchor. This can enable
semi-supervised, federated, and test-time DA without
model retraining, allowing a seamless transition between
locations by only changing the anchor.

Architecture and Voxel Size
1. Point-voxel representations in the backbone show better

robustness across most domain pairings.

2. Voxel transformer backbones are more robust than 3D
CNNs when coupled with point features.

3. Anchorless detectors are the most robust in adverse
weather.

4. While shorter voxel heights generally improve perfor-
mance on the source domain, increasing voxel height im-
proves the robustness when training on high-resolution
sensors and inferring on low-resolution sensors.

Data and Augmentations
1. While ground-truth sampling is known to enhance per-

formance on the source domain, we find it has negative
effects on the robustness on lower-resolution sensors,
likely due to overfitting on the source domain shapes.
Adding groundtruth samples from another dataset with a
different V-FOV reduces the overfitting.

2. Point sparsity augmentations, like shape and line down-
sampling augmentations, prove effective on high-to-low
resolution domain gaps. Differences in the V-FOV re-
main the most challenging.

3. Going from high-to-low resolution is more challenging
than the reverse due to point sparsity at test-time, with
models performing better on higher-resolution test data.

4. Surprisingly, training on clean weather samples leads
to more robustness on bad weather than direct training
on bad weather or mixed samples. This highlights the
importance of choosing the right training data but also
points out that the problem with bad weather data is
about discriminability rather than transferability.

While our study is exhaustive, there is further work to be
done. We have shown that simple architecture and data
tricks can improve robustness. Yet, a universally adaptive
model remains elusive. We hope our benchmarks and in-
depth analysis can benefit the 3D-OD and DA communities.
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