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Abstract

Strong adversarial examples are crucial for evaluating
and enhancing the robustness of deep neural networks.
However, the performance of popular attacks is usually sen-
sitive, for instance, to minor image transformations, stem-
ming from limited information — typically only one input
example, a handful of white-box source models, and un-
defined defense strategies. Hence, the crafted adversarial
examples are prone to overfit the source model, which ham-
pers their transferability to unknown architectures. In this
paper, we propose an approach named Multiple Asymp-
totically Normal Distribution Attacks (MultiANDA) which
explicitly characterize adversarial perturbations from a
learned distribution. Specifically, we approximate the pos-
terior distribution over the perturbations by taking advan-
tage of the asymptotic normality property of stochastic gra-
dient ascent (SGA), then employ the deep ensemble strategy
as an effective proxy for Bayesian marginalization in this
process, aiming to estimate a mixture of Gaussians that fa-
cilitates a more thorough exploration of the potential opti-
mization space. The approximated posterior essentially de-
scribes the stationary distribution of SGA iterations, which
captures the geometric information around the local opti-
mum. Thus, MultiANDA allows drawing an unlimited num-
ber of adversarial perturbations for each input and reli-
ably maintains the transferability. Our proposed method
outperforms ten state-of-the-art black-box attacks on deep
learning models with or without defenses through extensive
experiments on seven normally trained and seven defense
models.

1. Introduction
Albeit the excellent performance of deep neural networks
(DNNs) across a broad spectrum of tasks in machine vi-

*Corresponding author.

𝜹
(ANDA)

𝒙𝒂𝒅𝒗
(ANDA)

𝜹
(MultiANDA)

𝒙𝒂𝒅𝒗
(MultiANDA)

𝒙𝒂𝒅𝒗
(VMI-FGSM)

𝜹
(VMI-FGSM)

Figure 1. Perturbation visualization of the adversarial examples
generated by ANDA/MultiANDA that fool all selected normally
trained (first row) and defense (second row) models.

sion and natural language processing, a rich stream of work
[8, 14, 39, 50, 51] shows the non-negligible vulnerability
of DNNs to adversarial attacks, which craft imperceptible
perturbations to synthesize malicious inputs for triggering
unexpected model predictions. Such severe degradation
of model robustness and stability greatly hinders the ap-
plication of DNNs in security- or safety-critical domains
[1, 2, 11]. Fortunately, studying how to create potent adver-
sarial examples aids in evaluating DNN-based systems and
enhancing their robustness by devising defensive strategies,
such as adversarial training [14, 29].

This paper focuses on the black-box and transfer-based
threat model. The corresponding adversarial attack algo-
rithms intend to synthesize the adversarial examples that
can successfully fool the unknown DNNs without accessing
any information on model architectures and outputs. Re-
searchers implement such attacks by maximizing the non-
concave loss function of a substitute model trained for the
same task with, for example, one step [14], or iterative steps
[20] of gradient ascent optimization. However, prior work
has shown the generated adversarial examples trend to over-
fit the substitute model, which hardly attacks other models
[21]. Meanwhile, they are often sensitive to minor transfor-
mations [4, 26, 27].

Hence, researchers have been exploring various data
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augmentation strategies [4, 9, 25, 49] and improved SGA
optimization methods [8, 17, 25, 45] to enhance the perfor-
mance of transferable attacks. Nonetheless, these efforts ex-
hibit limited generalization capabilities on unknown DNN
architectures, particularly those trained with defense strate-
gies. This suggests that a deterministic optimization proce-
dure, initiated from a single image, is insufficient to thor-
oughly explore the high-dimensional perturbation space.
Furthermore, the projected gradient descent (PGD) method
proposed by Madry et al. [29] initializes the attack algo-
rithm with random restarts around the legitimate image.
However, these random samples represent homogeneous
deviations from the original input, lacking diversity [10],
which limits the transferability of adversarial examples.

To resolve these issues, in this paper, we propose
Multiple Asymptotically Normal Distribution Attacks
(MultiANDA), a novel method that explicitly characterizes
perturbations inferred from a learned distribution. Firstly,
we formulate a single ANDA by taking advantage of the
nice property of stochastic gradient ascent (SGA), the
asymptotic normality [5, 18, 28, 30], to learn the true
optimal posterior distribution of adversarial perturbations.
Specifically, ANDA calculates and stores the first two mo-
ments of iterations captured along the optimizing trajectory
to approximate the distribution of the adversarial pertur-
bation as a Gaussian one. Moreover, we apply the deep
ensemble strategy [22] on ANDA to devise a mixture of
Gaussians, approximating the Bayesian posterior. As each
Gaussians positioned at a different basin of attraction, the
proposed MultiANDA leads to a further improved gener-
alization performance of the attacks with more diverse ad-
versarial examples. As shown in Figure 1, the perturbations
crafted by our proposed method focus more on the semantic
and decisive areas of objects than the baseline approach. In
particular, the contributions of this work are the following:

• We propose MultiANDA, an approximate Bayesian in-
ference method to realize transfer-based adversarial attacks.
We learn the perturbation distribution instead of finding a
specific adversary for each input example. Thus, a good
approximation of the true perturbation posterior boosts the
generalization (i.e., transferability) of the generated adver-
sarial examples.

• We devise a stochastic adversarial attacking process
instead of the original deterministic one initialized from
one input by random image translations. In this way,
we profit the asymptotic normality of SGA for a better
perturbation distribution learning. Adopting the deep en-
semble strategy, an effective mechanism for approximating
Bayesian marginalization [47], MultiANDA accurately and
efficiently estimate the posterior distribution over the per-
turbations by using the geometry information along the at-
tacking trajectory.

• The learned distributions of perturbation allow draw-

ing an unlimited number of adversarial examples for one
input. We experimentally validate that the sampled adver-
saries have comparably high attack success rates with the
singly generated ones, even on the defense models. This re-
sult demonstrates the great potential of our method for de-
signing defense strategies grounded in adversarial training.

• Extensive experiment results show that the proposed
method outperforms ten state-of-the-art black-box attacks
on deep learning models with or without advanced de-
fenses. Significantly, MultiANDA is more advantageous
when attacking the advanced defense models. Thus, ANDA
and MultiANDA are expected to benchmark new defense
methods in the future. Our code is available at https:
//github.com/CLIAgroup/ANDA.

2. Related Work and Preliminaries
Our study mainly focuses on the black-box and transfer-
based threat model, as they may bring more security and
safety risks due to their practical applicability [8, 34].

2.1. Black-Box Adversarial Attacks

Essentially, the adversarial attack algorithms intend to max-
imize the loss function L(·), e.g., the cross entropy loss
for classification tasks, to search for the adversaries xadv

[14, 39], with the constraints of l∞ norm bound ε, as shown
in (1):

max
xadv

L(xadv, y) s.t. ||xadv − x||∞ ≤ ε, (1)

where x, xadv , y are the legitimate input, the adversarial
example and the true label, respectively.

Among prior work, the fast gradient sign method
(FGSM) [14] and its iterative version, the basic iterative
method (BIM) [20] resort to linearizing the non-concave
loss function and realize the attack with one-step update or
iterative updates, as shown in (2):

x
(t+1)
adv = Φ(x

(t)
adv + α · sign(∇xL(x(t)

adv, y)︸ ︷︷ ︸
δ(t)

)), (2)

where x
(t+1)
adv , δ(t) are the adversarial example and pertur-

bation at the t-th step, x(0)
adv is the legitimate input, and Φ(·)

is the projection function on the ε-ball.
These attacks are more effective under white-box scenar-

ios, whereas they tend to overfit the model parameters and
hardly transfer to unknown architectures [21]. Thus, many
works have been proposed to improve the transferability of
adversarial examples, which can be divided into three cat-
egories. The first group focuses on the iterative optimizing
process by considering momentum [8], Nesterov acceler-
ated gradient [25], and variance reducing [45] to search for
the optimal solutions. The second group attempts to attack
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the mid-layers by disrupting the critical object-aware fea-
tures [12, 16, 31, 46, 52]

Moreover, the third stream of methods adopt the com-
monly used generalization techniques by introducing diver-
sity. These techniques encompass data augmentation [15,
19], such as resize and padding [49], translation [9]; and
other integrated augmentation strategies, including combin-
ing multiple linear transformations [4], modifying the pixel
values with multiple scales [25], integrating more informa-
tion from other images [7], and using the sum of the gradi-
ents from intensity augmented images [17].

Similar to our study, existing attack approaches also try
to determine the explicit adversarial distributions. PGD
[29] resolves the inner maximization problem by the ran-
dom restart strategy. However, the uniformly drawn sam-
ples tend to lie densely around the natural image [10]. Li
et al. [23] propose N attack to define and learn an adversar-
ial distribution. However, their work is under a query-based
threat model, i.e., it has to access the output scores for each
input from the black-box defense model, which weakens its
scalability in real-world applications. Additionally, Dong et
al. [10] propose to formulate the adversarial perturbations
via a learned distribution for adversarial distributional train-
ing (ADT). Similar to N attack, ADT crafts the adversarial
examples centered with the natural input x, which may fail
in generating adversarial examples once the input is a little
bit far away from the boundary. Conversely, ANDA gener-
ates adversaries around the optimal x∗

adv . In this case, the
adversaries are more prone to successful attacks. From the
facets of implementation, ADT focuses on learning a distri-
bution from a large amount of training data for adversarial
training. Our proposed method tries to collect the trajec-
tory information during the optimization process for each
natural input. Thus, these crucial differences make two
approaches suitable for distinct tasks: inner maximization
problem for adversarial training (ADT) and transfer-based
black-box attack (ANDA and MultiANDA).

2.2. Asymptotic Normality of SGD

Maddox et al. [28] point out that the trajectory of stochas-
tic gradient descent (SGD) can be regarded as the Bayesian
posterior distribution over the random variables to be opti-
mized, e.g., the model parameters in the case of the DNN
training. Following this theory, they propose a Gaussian
posterior approximation method (SWAG) based on the first
two moments of SGD iterations for model calibration or un-
certainty quantification. In the prior work, Mandt et al. [30]
provide a more detailed analysis of the stationary distribu-
tion of SGD iterations with a constant learning rate, also
termed the asymptotic normality of SGD [44]. Such analy-
sis can be traced back to the work by Ruppert [36], Polyak
and Juditsky [35] known as Polyak-Ruppert averaging, and
still an active research subject for SGD [5]. Furthermore,

inspired by deep ensembles [22], Wilson and Izmailov [47]
carried out an extensive empirical study, demonstrating that
applying SWAG only with multiple randomly initialized
models can significantly improve the model performance.
They emphasize that this benefits from the multimodal ef-
fects of the mixture Gaussian distributions and, in turn,
boosts the contribution of each additional sample in the op-
timization procedure. In this paper, we adopt these theories
to innovatively model the posterior distribution of perturba-
tions to search for potent adversarial examples.

3. Proposed Method

Drawing on the comprehensive research previously dis-
cussed, we hypothesize that utilizing the asymptotic nor-
mality of SGD (SGA in our problem formulation) to
marginalize an approximate Bayesian posterior could en-
hance generalization (transferability in our context) beyond
what is achievable with a fixed set of parameter (one spe-
cific adversarial perturbation). However, optimizing the ob-
jective (1) using attack algorithms such as BIM (2) is a de-
terministic gradient ascent process. In this process, no gra-
dient noise is introduced to form a stationary distribution of
SGD. Thus, to bridge this gap, we exploit random data aug-
mentation in the standard optimization process, devising a
novel attack method for accurately and efficiently estimat-
ing the posterior distribution over perturbations.

In Section 3.1, we first empirically analyze the asymp-
totically normal distribution property in the stochastic ad-
versarial attack process, then proceed to formalize the opti-
mization objective for the task of adversarial example gen-
eration. Finally, inspired by the advantageous properties of
SGD and the effective multimodal inference of the ensem-
ble strategy, we introduce the new attack methods ANDA
and MultiANDA in Sections 3.2 and 3.3, respectively.

3.1. Asymptotic Normality of Stochastic BIM

Under specific conditions—decaying learning rates, smooth
gradients, and a full rank stationary distribution—it has
been theoretically established that SGD asymptotically con-
verges to a Gaussian distribution centered at the local op-
timum [3, 5, 28]. Expanding on this, Mandt et al. [30]
demonstrated that under certain assumptions, SGD with
a constant and sufficiently small learning rate in its final
search phase, i.e., when updates are proximal to the local
optimum, converges to a stationary distribution. This con-
vergence implies that iterations during this phase can ap-
proximate the posterior distribution of the optimized vari-
ables. Crucially, the gradient noise, introduced by the ran-
domness of the sampled training batches, is instrumental in
forming this distribution, provided the learning rate is ade-
quately small [28]. These theoretical underpinnings moti-
vate our approach in the algorithm design.
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a. Stochastic BIM 

b. ANDA implementation

Figure 2. Asymptotically normal distribution examples with itera-
tive trajectories of adversarial perturbations generated by stochas-
tic BIM (a) and the proposed approach (b).

As demonstrated in (2), the optimization process, begin-
ning from a specific input, is a deterministic gradient as-
cent, differing from a standard SGA approach. Therefore,
we introduce stochastic gradient noises to emulate Gaussian
limiting distributions by integrating a random data augmen-
tation technique AUG, like image translation used in our ex-
periments, at each iterative step:

x
(t+1)
adv = Φ(x

(t)
adv + α · sign(∇xL(AUG(x(t)

adv), y)︸ ︷︷ ︸
δ(t)

)). (3)

Notably, a small constant learning rate schedule (α =
ϵ/T ) is commonly adopted, where ϵ ∈ R is a sufficiently
small number used to restrict the L∞-norm for creating in-
visible adversarial perturbations, and T is the number of
iterative steps. Hence, we speculate the devised stochastic
BIM shown in (3) can be used as an approximate Bayesian
inference algorithm. In particular, Mandt et al. [30] assume
that the gradients along the optimizing trajectory follow the
Gaussian distribution stemming from the central limit theo-
rem. We visualized the adversarial perturbations δ(t)—the
loss gradients in our task—using the t-SNE technique [43]
to examine their distribution. 300 iterative steps for 3
randomly-drawn ImageNet [37] images shown in Fig. 2 a il-
lustrates the Gaussian-shaped distributions which underpins
our conjecture of the asymptotically normality of stochastic
BIM algorithm. We notice the obvious increased gradient
noise along the optimizing trajectory, which may due to the
use of the sign() function and projection operations. Nev-
ertheless, this does not affect the convergence of perturba-
tions. Importantly, the first 10 steps converging with tight
covariance justifies another speculation that the small value
of T (often =10 for non-targeted attacks) and the non-trivial
first step in our task (e.g., referring to strong attack perfor-
mance of FGSM) indicate that the early iterates of are fairly
close to the local optimum (i.e., the final search phase dis-
cussed above).

Inspired by the results of this empirical study, we pro-
pose employing n image transformations AUGi(·) to form
a minibatch for an adversarial attack, thereby further en-
hancing stochasticity. Then, the optimization objective is
formulated as

max
xadv

n∑
i=1

L(AUGi(xadv), y) s.t. ||xadv − x||∞ ≤ ε. (4)

Furthermore, optimizing (4) to craft just one optimal ad-
versarial example does not sufficiently explore the high-
dimensional potential perturbation space. To further im-
prove the transferability of adversarial examples to un-
known architectures, we propose to explicitly model the ad-
versarial perturbation (δ) via a distribution (Πδ). Thus, our
optimization objective is formalized as

max
Πδ

Eδ∼Πδ

n∑
i=1

L(AUGi(x+ δ), y), s.t. ||δ||∞ ≤ ε. (5)

Objective (5) aims to maximize the expected loss over the
adversarial perturbation distribution. It is noteworthy that
(5) is a generalized version of (4) and is expected to charac-
terize sufficient information about perturbations for trans-
ferable adversarial example generation.

3.2. Asymptotically Normal Distribution Attack

To better solve the optimization problem formulated in (5),
we take advantage of the asymptotically normality of SGA
and iteratively search for the adversarial examples similarly
to (2). We omit the projection function Φ(·) and sign(·)
because they do not effect the asymptotic normality of SGA
as discussed in the previous subsection. Then, we calculate
the gradient of the adversary with each transformation and
denote it as the augmentation-aware perturbation δ

(t)
i :

δ
(t)
i = ∇x(t)L(AUGi(x

(t)
adv), y). (6)

Let S be a set of samples augmented in each iteration, i.e.,
S = {AUGi(x

(t)
adv)}ni=1. Here S can be taken as a mini-

batch to form a stochastic gradient δ̂S which is a sum of
contributions from all samples in S. Hence, referring to the
central limit theorem, δ̂S can be taken as a function of sam-
ple z ∈ S,

δ̂S(z) ≈ δ(z) +
1√
n
∆δ(z), (7)

where the gradient noises ∆δ(z) at each update can be con-
veniently assumed following a Gaussian distribution with
covariance C(z),

∆δ(z) ∼ N (0, C(z)), δ̂S(z) ∼ N (δ(z),
1

n
C(z)). (8)
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Algorithm 1: Asymptotically Normal Distribution
Attack (ANDA)

Input: x: clean image x ∈ Rd; y: ground-truth label; f :
pre-trained source model;

Parameters: T : # iterations; ϵ: perturbation magnitude;
n: # batch samples for augmentation; M : # sampling
examples;

Output: xadv: Adversarial examples;
1: Initialize α← ϵ/T , δ̄(0) ← 0d, D← ∅, x0 ← x
2: for t = 0 to T − 1 do
3: Calculate the mean of gradients and store the deviation of

gradients throughout previous t iterations:

δ
(t)
i = ∇x(t)J(f(AUGi(x

(t))), y), i = 1, . . . , n

δ̄(t+1) =
(t× n)δ̄(t) +

∑n
i=1 δ

(t)
i

(t+ 1)× n

APPEND COLS(D, {δ(t)i − δ̄(t+1)}), i = 1, . . . , n

4: Update the adversarial example along the average
direction:

x(t+1) = Clipx,ϵ{x
(t) + α · Sign(δ̄(t+1))}

5: end for
6: Output option (a): Craft one xadv

xadv = x(T )

Output option (b): Craft M xadv by sampling from the
learned perturbation distributionN (δ̄, σ)

C = NUMS COLS(D) = n× T

δ̄ = δ̄(T ), σ =
DDT

C − 1

Generate adversarial examples

{δm}Mm=1 ∼ N
(
δ̄, σ

)
,

{xm
adv}Mm=1 = {Clipx,ϵ{x

(T−1) + α · Sign(δm)}}Mm=1

In this case, the expectation of the stochastic gradient is the
full gradient, i.e., δ(z) = E[δ̂S(z)]. Hence, the prior dis-
tribution over adversarial perturbations is naturally a Gaus-
sian one at each iteration. Benefiting from the asymptotic
normality of SGD [30], we propose a novel method to ap-
proximate the posterior distribution of perturbations. Our
main idea is to estimate the mean and covariance matrix
of the stationary distribution of stochastic gradient ascent
during the optimizing procedure. The iterative averaging is
adopted to approximate the mean of adversarial perturba-
tions using the sequence of stochastic gradients

δ̄(t+1) =
(t× n)δ̄(t) +

∑n
i=1 δ

(t)
i

(t+ 1)× n
. (9)

Then, δ̄ = δ̄(T ), where n is the augmented samples in the
t-th iteration (t = 0, · · · , T−1) and T is the total iterations.

Let D be the deviation matrix with column Dj = δ
(t)
i −

δ̄(t+1), where j = t×n+ i and i = 1, · · · , n. Thus, the co-
variance matrix of the posterior distribution is estimated by
considering all stochastic gradients in iterative processing,

σ =
DDT

n× T − 1
. (10)

Finally, the adversarial example can be iteratively obtained
by (3). Note that, ANDA allows to craft one or an unlimited
number of adversarial examples for one input by sampling
perturbations from the estimated distribution N

(
δ̄, σ

)
. The

complete procedure for the proposed ANDA method is
shown in Algorithm 1. Following the empirical study in
Section 3.1, we visualized the perturbations δ(t)i of 10 iter-
ates with multiple data augmentations (shown in Fig. 2 b),
which validate our previous hypothesis.

3.3. Multiple Implementations of ANDA

With the proposed ANDA, we find a solution to approx-
imating the true posterior distribution centered at the the
optimal x∗

adv for the maximization problem introduced in
(2). Nevertheless, only exploring the unimodal optimiza-
tion space largely limits the the diversity of generated ad-
versarial examples. Profiting the excellent generalization
capability of Bayesian marginalization approximated with
the deep ensemble strategy, we propose MultiANDA via
multiple (e.g., K times) repeats of ANDA by add random
initial values on origin sample x. Especially, we average the
adversarial perturbation δ̄k from each ANDA process, and
obtain δ̄mean = 1

K

∑K−1
k=0 δ̄k. This realizes the multimodal

marginalization of this Gaussian mixture distribution. Sim-
ilarly, adversarial examples can be iteratively obtained by
(2). MultiANDA also enables producing infinite adversar-
ial examples with high effectiveness by sampling from each
approximated Gaussian distribution N

(
δ̄k, σk

)
. Remark-

able improvements of the attacking ability, especially on the
defense models are shown in Sections 4.2 and 4.3.

4. Experiments
In this section, we present the results of an extensive em-
pirical study to validate the performance of the proposed
methods. We first specify the experimental settings in Sec-
tion 4.1. Then, the results of ANDA and MultiANDA com-
pared with the state-of-the-art approaches on various types
of DNNs with or without defenses are presented in Sec-
tion 4.2 and 4.3. Section 4.4 shows the attacking effective-
ness of the multiple adversarial examples generated from
each input via the proposed methods. Due to page limi-
tations, more detailed experiment settings, results and the
ablation study are presented in Appendix.

24845



Attack Inc-v3 =⇒ ResNet-50 =⇒
Inc-v3 ResNet-50 ResNet-152 IncRes-v2 VGG-19 Avg. Inc-v3 ResNet-50 ResNet-152 IncRes-v2 VGG-19 Avg.

BIM 100.0* 20.3 15.7 15.6 34.3 21.5 33.2 99.7* 63.9 20.9 43.4 40.4
TIM 64.3* 35.9 30.6 25.4 70.4 45.3 47.3 77.0* 47.6 30.8 68.8 54.3
SIM 100.0* 38.2 31.1 35.9 42.2 36.9 48.6 100.0* 83.7 35.3 50.9 54.6
DIM 100.0* 31.7 25.5 31.4 45.5 33.5 61.9 99.9* 83.6 47.5 61.1 63.5
FIA 98.3* 78.4 75.3 81.2 83.5 79.6 86.2 99.6* 94.5 80.4 88.3 87.4

TAIG 99.7* 53.3 45.9 56.7 54.2 52.5 62.4 100.0* 86.1 51.9 58.7 64.8
NI-FGSM 100.0* 40.0 35.2 39.9 56.9 43.0 59.6 99.7* 85.4 48.1 67.0 65.0
MI-FGSM 100.0* 40.2 35.1 40.3 57.1 43.2 58.5 99.7* 85.9 48.6 67.4 65.1

VMI-FGSM 100.0* 63.0 59.3 68.6 70.3 65.3 75.3 99.9* 93.4 68.3 76.4 78.4
VNI-FGSM 100.0* 62.4 58.7 67.7 69.7 64.6 75.4 99.8* 92.9 67.9 75.6 78.0

ANDA 100.0* 76.1 72.8 82.3 77.0 77.1 95.6 100.0* 98.9 94.0 89.5 94.5
MultiANDA 100.0* 79.2 76.0 84.5 78.8 79.6 96.5 100.0* 99.2 95.0 90.1 95.2

Attack IncRes-v2 =⇒ VGG-19 =⇒
Inc-v3 ResNet-50 ResNet-152 IncRes-v2 VGG-19 Avg. Inc-v3 ResNet-50 ResNet-152 IncRes-v2 VGG-19 Avg.

BIM 36.3 25.6 20.6 99.3* 37.8 30.1 23.5 18.7 13.7 9.9 99.9* 16.5
TIM 43.4 36.5 32.0 36.0* 66.2 42.8 41.5 34.8 30.2 23.6 100.0* 46.0
SIM 58.9 47.8 41.4 99.6* 49.8 49.5 37.7 34.4 25.2 23.6 100.0* 30.2
DIM 54.6 41.4 36.6 98.2* 50.0 45.7 31.7 26.4 19.2 16.4 99.9* 23.4
FIA 82.2 75.3 72.4 89.2* 80.7 77.7 57.4 50.7 40.9 42.7 100.0* 47.9

TAIG 73.9 63.4 58.4 95.0* 57.4 63.3 48.8 43.6 34.7 33.9 100.0* 40.3
NI-FGSM 61.9 49.5 44.7 99.2* 64.7 55.2 43.6 39.5 29.2 30.4 99.9* 35.7
MI-FGSM 60.3 49.3 43.0 98.8* 64.6 54.3 44.7 39.4 28.9 30.8 99.9* 36.0

VMI-FGSM 81.1 69.6 66.4 99.3* 73.5 72.7 62.7 56.7 46.5 48.6 100.0* 53.6
VNI-FGSM 80.9 70.0 65.8 99.4* 73.8 72.6 63.2 56.7 46.6 48.8 100.0* 53.8

ANDA 93.0 86.4 83.7 99.8* 82.8 86.5 74.4 64.1 56.4 61.5 100.0* 64.1
MultiANDA 93.9 87.1 85.6 99.8* 84.3 87.7 75.4 66.1 58.6 63.5 100.0* 65.9

Table 1. The success rates (%) of the proposed and baseline attacks on five normally trained models. Sign * indicates the results on
white-box source models. The best/second results are shown in bold/underlined. Due to the space limit, performance on five target models
are presented here. See full results on seven targets in Appendix.

4.1. Experimental Setup

The datasets, models, and baseline methods employed in
our experiments are detailed below.

Datasets: Following the prior work [8, 13, 46], we
implemented our experiments on ImageNet1k dataset [33]
containing 1000 images, which are randomly drawn from
the ImageNet dataset [37].

Models: We considered two categories of target mod-
els for evaluation: seven normally trained models and
seven advanced defense models. The first category in-
cludes Inception-v3 (Inc-v3) [40], Resnet-v2-50 (ResNet-
50), Resnet-v2-101 (ResNet-101), Resnet-v2-152 (ResNet-
152) [15], Inception-v4 (Inc-v4), Inception-ResNet-v2
(IncRes-v2) [41] and VGG-19 [38], where Inc-v3, ResNet-
50, IncRes-v2 and VGG-19 are also used as the white-box
source models to generate adversarial examples. The de-
fense models contain three adversarially trained models:
Inc-v3ens3, Inc-v3ens4 and IncRes-v2ens [42]; the High-
level representation Guided Denoiser (HGD) [24]; the Neu-
ral Representation Purifier (NRP) [32]; the Randomized
Smoothing (RS) [6]; and the ‘Rand-3’ submission in the
NIPS 2017 defense competition (NIPS-r3).

Baselines: Three streams of transfer-based attack meth-

ods are used as baseline methods. The first stream focuses
on the data augmentations including DIM [49], TIM [9],
SIM [45] and a recent work Transferable Attack based on
Integrated Gradients (TAIG) [17]. For the second group,
we choose the feature importance-aware (FIA)[46], which
considers the middle-layer information of the source model
and achieves the competitive performance. The last stream
focuses on the optimization enhanced methods, includ-
ing BIM [20], its accelerated version: MI-FGSM [8], NI-
FGSM [25], and the approaches using variance reduction
strategy, VMI-FGSM, VNI-FGSM [45].

4.2. Attack Normally Trained Models

We cross-validated our method by generating and testing
the adversarial examples on the selected source (on rows)
and target (on columns) networks (shown in Table 1). To
be a fair comparison, our proposed methods generated one
adversarial example for each input, aligned with the first
output option of Algorithm 1, in the following experiments
if not specified. From the Table 1, we observe that ANDA
and MultiANDA significantly outperforms other methods
in almost all cases, no matter in white-box or black-box
settings. As the numerical results demonstrate, they con-
sistently defeat all other methods when taking IncRes-v2,
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ResNet-50 and VGG-19 as source models, and for Inc-v3,
ANDA is competitive with the current SOTA methods, and
MultiANDA always keep higher success rate.

We further investigated the adversarial examples gener-
ated with ResNet-50, shown in Figure 3. The other six mod-
els were used as black-box targets for evaluating the perfor-
mance of these examples. A higher number of successfully
deceived target models implies more capable adversaries
and therefore stronger attacks. The rightmost bars shows
that ANDA, MultiANDA generated 840, 863/1000 adver-
saries that fooled all six targeted models, respectively, while
517/1000 are for VMI-FGSM. Naturally, the remaining sets
of bars for this baseline method are higher, meaning that
it deceived fewer targeted models. Moreover, we visual-
ized the generated examples and the perturbations by these
three methods (see Figure 1). The results show that the per-
turbations crafted by ANDA and MultiANDA focus more
on the semantic areas of objects than VMI-FGSM, which
dominates the decision of the prediction model. More visu-
alization results are provided in Appendix.
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Figure 3. Most examples crafted by our proposed methods suc-
cessfully deceived all 6 black-box models.

4.3. Attack Defense Models

We evaluate our proposed method targeting on the selected
advanced defenses models. As shown in Table 2, the suc-
cess rates of our proposed methods consistently improve
over these various defense models in most cases. They pro-
vides a significant performance increase in general com-
pared with the other attacks, especially reaches the over-
all optimal success rates with the source model ResNet-50.
An intriguing finding is that using ResNet-50 as the source
model always yields the best attacking performance. This
aligns with the conclusion drawn by Wu et al. [48] that the
skip connections in ResNet-like neural networks enhance
black-box attack transferability.

Notably, the fluctuating performance and the generally
reduced effectiveness of all baseline methods can be ob-
served with the source model VGG-19. The average maxi-
mum attack success rate in this context is only 28.3%, sug-
gesting that the feature extraction capabilities of VGG-19

are not optimal, thereby leading to diminished transferabil-
ity for black-box attacks. This observation highlights the
critical role of source model selection in maximizing the
transferability of adversarial attacks. Hence, the choice of
source models and enhancing their capability for general-
ized feature extraction become promising directions for the
future research.

Similarly, we visualized the generated examples and the
perturbations by VMI-FGSM, ANDA and MultiANDA that
fool the defense models. The perturbed area by our pro-
posed methods concentrates more on the informative region
of images than the baseline method. Details are illustrated
in Appendix. These compelling results of ANDA and Mul-
tiANDA on defenses valid their overall generalization abil-
ity in generating transferable and diverse adversaries.
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Figure 4. Attack success rates of sampled adversaries with single
{δ̄}, multiple {δm}20m=1 and the succeeded Suc.{δm}20m=1 gener-
ated by ANDA and MultiANDA. {δm}20m=1 means the 20 adver-
sarial examples sampled from the learned perturbation distribution
for each input image; whereas Suc.{δm}20m=1 are the 20 sampled
adversarial examples for the input image whose corresponding sin-
gle adversarial example has succeeded in the attack.

4.4. Attack Performance of Sampled Adversaries

The analysis presented above shows the effectiveness of
the single optimum adversarial example per input gener-
ated, denoted as δ̄, referring to Step 6 (a) shown in Al-
gorithm 1. Besides, MultiANDA/ANDA allows learning
the distribution of the perturbations N

(
δ̄, σ

)
via Step 6 (b),

and generate any number of adversarial examples for each
input by sampling M adversaries, denoted as {δm}Mm=1.
To verify the attack performance of these sampled adver-
saries, we drawn 20 (M = 20) adversarial examples for
each input image, i.e., {δm}20m=1. Meanwhile, we analyzed
the adversaries sampled for the input images whose corre-
sponding adversaries δ̄ succeeded in the attack, denoted as
Suc.{δm}20m=1. Experiment results show in Figure 4 that
the sampled adversaries have competitive attack success
rates compared with the single adversary generated with δ̄,
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Attack Inc-v3 =⇒ ResNet-50 =⇒
Inc-v3ens3 IncRes-v2ens HGD NRP NIPS-r3 Avg. Inc-v3ens3 IncRes-v2ens HGD NRP NIPS-r3 Avg.

BIM 11.1 4.6 3.7 13.4 4.8 7.5 12.3 7.1 7.4 13.7 8.1 9.7
TIM 27.5 21.3 16.9 22.8 21.1 21.9 34.0 27.4 24.2 31.1 30.6 29.5
SIM 18.1 8.4 8.6 15.2 10.8 12.2 21.4 13.1 15.2 16.1 15.1 16.2
DIM 13.1 6.7 5.8 12.8 8.6 9.4 20.8 12.0 16.9 15.7 15.3 16.1
FIA 37.4 21.3 11.6 23.5 29.2 24.6 44.4 27.2 30.0 25.9 35.3 32.6

TAIG 38.0 23.9 22.8 29.6 28.5 28.6 39.2 30.4 29.7 29.6 34.4 32.7
MI-FGSM 18.3 9.0 5.5 15.7 12.0 12.1 26.3 15.5 17.3 18.0 20.2 19.5
NI-FGSM 18.6 8.6 6.2 15.3 12.2 12.2 26.2 15.7 17.5 18.9 19.8 19.6

VMI-FGSM 36.9 21.2 19.1 24.7 27.7 25.9 47.4 31.3 37.7 27.1 38.7 36.4
VNI-FGSM 36.4 22.0 18.9 25.3 27.4 27.1 46.5 30.4 37.4 27.1 38.7 36.4

ANDA 44.4 25.9 36.5 23.2 37.0 20.3 71.4 50.7 72.4 32.9 67.4 41.6
MultiANDA 54.4 36.7 52.8 24.3 46.9 29.9 79.7 64.8 82.3 34.4 76.3 50.1

Attack IncRes-v2 =⇒ VGG-19 =⇒
Inc-v3ens3 IncRes-v2ens HGD NRP NIPS-r3 Avg. Inc-v3ens3 IncRes-v2ens HGD NRP NIPS-r3 Avg.

BIM 11.1 7.0 5.1 13.0 6.0 8.4 9.6 4.4 3.9 13.4 4.6 7.2
TIM 27.9 21.4 18.4 23.9 23.8 23.1 23.0 27.4 15.0 31.1 30.6 25.4
SIM 23.8 16.4 15.9 18.3 18.1 18.5 11.4 5.6 8.7 13.4 7.4 9.3
DIM 16.2 10.1 11.7 14.9 12.3 13.0 10.7 4.7 5.6 13.6 5.9 8.1
FIA 48.9 34.7 24.2 30.8 42.8 36.3 13.3 8.3 7.1 14.6 9.8 10.6

TAIG 49.0 41.2 12.2 16.5 13.3 26.4 17.7 10.2 36.9 34.1 41.9 28.2
MI-FGSM 22.0 13.3 13.4 16.4 17.0 16.4 13.0 6.9 7.2 15.5 8.9 10.3
NI-FGSM 21.6 13.8 13.4 15.5 16.6 16.2 13.9 6.8 7.2 14.6 9.3 10.4

VMI-FGSM 49.2 38.8 36.0 25.2 39.2 37.7 21.9 11.6 15.9 18.4 15.9 16.7
VNI-FGSM 49.9 37.7 35.4 25.6 39.3 38.4 21.6 11.9 16.8 18.6 15.7 22.9

ANDA 63.3 47.3 57.8 28.5 57.9 32.6 20.9 10.8 22.2 15.4 16.2 3.7
MultiANDA 70.3 61.9 69.9 31.2 67.8 41.8 24.6 13.7 31.2 16.2 21.3 7.9

Table 2. The success rates (%) of the proposed and baseline attacks on five defense models. The best/second results are shown in
bold/underlined. Due to the space limit, performance on five target models are presented here. See full results on seven targets in Appendix.

even on the defense models. This confirms the well ap-
proximation of the perturbation distributions and the great
potential of our method for adversarial training or defense
model designing.

5. Conclusions and Perspectives

In this work, we present the Multiple Asymptotically Nor-
mal Distribution Attacks (MultiANDA) to generate trans-
ferable adversarial examples. Our primary goal is to ef-
ficiently approximate the posterior distribution of adver-
sarial perturbations to achieve better generalization across
unknown deep learning models. We leverage the statisti-
cal information of gradients along the optimization trajec-
tory to estimate the stationary distribution of the pertur-
bations. With this learned distribution’s aid, MultiANDA
can significantly improve the transferability of adversarial
examples to black-box target models. Extensive experi-
ments demonstrate that MultiANDA outperforms popular
and recently proposed black-box and transfer-based meth-
ods, further highlighting the insufficiency of current defense
techniques. Notably, the computational overhead of both
ANDA and MultiANDA, largely depending on the number
of batch samples during augmentation, is on par with sim-
ilar baseline methods (refer to Appendix for the computa-
tional overhead analysis). Compared to the potential risks

these algorithms might pose if misused, their computational
cost is relatively negligible. We advocate for the develop-
ment of advanced deep learning models which align better
with human visual preferences, thereby avoiding the funda-
mental defects present in modern models.
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