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Figure 1. Given a source NeRF that encodes 3D geometry (A) and appearance (A’), as well as a target NeRF that encodes 3D geometry
without appearance (B), our method infers a NeRF analogy (B’) that combines the target geometry with the source appearance.

Abstract

A Neural Radiance Field (NeRF) encodes the specific re-
lation of 3D geometry and appearance of a scene. We here
ask the question whether we can transfer the appearance
from a source NeRF onto a target 3D geometry in a seman-
tically meaningful way, such that the resulting new NeRF
retains the target geometry but has an appearance that is
an analogy to the source NeRF. To this end, we general-
ize classic image analogies from 2D images to NeRFs. We
leverage correspondence transfer along semantic affinity
that is driven by semantic features from large, pre-trained
2D image models to achieve multi-view consistent appear-
ance transfer. Our method allows exploring the mix-and-
match product space of 3D geometry and appearance. We
show that our method outperforms traditional stylization-
based methods and that a large majority of users prefer
our method over several typical baselines. Project page:
mfischer-ucl.github.io/nerf_analogies.

1. Introduction

Understanding and representing the three-dimensional
world, a fundamental challenge in computer vision, requires
accurate modeling of the interplay between geometry and
appearance. NeRFs [42] have emerged as a pivotal tool
in this space, uniquely encoding this relationship via op-
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timized color- and density-mappings. However, in spite of
their success for high-quality novel view synthesis (NVS),
most NeRF representations remain notoriously hard to edit,
which led to the research field of NeRF editing.

In this work, we contribute to this evolving landscape
by exploring NeRF Analogies, a novel aspect of NeRF ma-
nipulation between semantically related objects. Fig. 1 il-
lustrates this concept: We begin with an existing NeRF,
designated A′, which is derived from the geometric struc-
ture of a boot (A) and its appearance. This NeRF, which
we henceforth will call our source NeRF, encodes the re-
lation of geometry and appearance. In a NeRF analogy,
we now seek to infer a new NeRF, B′, which, given a tar-
get geometric shape (the sneaker, B), satisfies the analogy
A : A′ :: B : B′, i.e., combines the visual appearance of
A′ with the new geometry B. NeRF analogies hence are a
way of changing a NeRF’s geometry while maintaining its
visual appearance - a counterpoint to recent research, which
often aims to update the encoded appearance based on (po-
tentially non-intuitive) text-embeddings, while keeping the
geometry (largely) unchanged.

Creating a NeRF analogy essentially requires solving the
problem of finding semantically related regions between
the target geometry B and the existing source NeRF A′,
which will then serve as guides for the subsequent appear-
ance transfer. While image-based correspondence has been
thoroughly researched in the past [7, 14, 15, 39, 45, 49, 51],
recent work has shown the (un)reasonable success of the
activations of large, pre-trained networks for the task of
(dense) semantic image correspondence [1, 8, 50, 63]. More
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specifically, Amir et al. [1] and Sharma et al. [50] both show
that the features produced by the attention layers in vision
transformers (ViTs) can be used as expressive descriptors
for dense semantic correspondence tasks, presumably due
to the attention mechanism’s global context [2, 21, 40, 54].

In this work, we thus leverage the expressiveness of
DiNO-ViT, a large pre-trained vision transformer [10] to
help us generalize classic Image Analogies [22] from two-
dimensional images to multiview-consistent light fields. To
this end, we compute the semantic affinity between pixel-
queries on renderings of the 3D target geometry and 2D
slices of the source NeRF via the cosine-similarity of the
produced ViT features, and subsequently use this mapping
to transfer the visual appearance from the source onto the
target. Assuming we can query the 3D position of our tar-
get geometry, repeating this process over many views and
pixels results in a large corpus of position-appearance pairs,
which we use as input for training our NeRF analogy B′,
thereby achieving a multiview-consistent 3D representation
that combines target geometry and source appearance.

We compare NeRF analogies to other methods via quan-
titative evaluation and a user-study and find that a signifi-
cant majority of users prefer our method. NeRF analogies
allow exploring the product space of 3D geometry and ap-
pearance and provide a practical way of changing neural ra-
diance fields to new geometry while keeping their original
appearance.

2. Previous Work
Example-based editing so far has largely been done in

2D, e.g., via the seminal PatchMatch algorithm [4], image
analogies [22], deep image analogies [34], style transfer
[18], example based visual attribute transfer [16, 20, 48] or,
most recently, through ViT- or diffusion-features [53, 56].
Here, a reference (source) image or style is provided and
used to update a content image (the target). These tech-
niques have been shown to work well and to be intuitive,
as the user can intuitively control the outcome by chang-
ing the style image (i.e., there is no black-box, like the
prompt-embedding in text-based methods), but are lim-
ited to 2D. Most cannot easily be lifted to 3D (i.e., by
multiview-training and backpropagation to a common un-
derlying representation), as many of the employed opera-
tions are non-differentiable (e.g., the nearest neighbour field
(NNF) search in [22] or up-scaling by res-block inversion in
[34]). Hence, when they are naı̈vely lifted to 3D by training
a NeRF on the 2D output, the result will be of low qual-
ity, as different output views are not consistent, leading to
floaters and density artifacts in free space.

Neural Radiance Fields [5, 6, 42, 44] do not have this
problem, as they solve for an underlying 3D representation
during multiview-training, i.e., the output is enforced to be
consistent by simultaneously training on multiple views of

the scene. However, editing NeRFs is a notoriously hard
problem, as often geometry and appearance are entangled in
a non-trivial way and non-intuitive, implicit representation.

NeRF editing hence often either simplifies this by sep-
arate editing of shape [11, 26, 36, 61, 62] or appearance
[30, 57, 60, 65], recently also text-based [19, 52, 58]. An-
other branch of work is the stylization of NeRFs [23, 24,
37, 46, 59, 64], which uses methods from neural style trans-
fer [18] to stylize the underlying NeRF, either via styliz-
ing the captured images or through stylization of 3D feature
volumes. Most of the aforementioned methods, however,
ignore semantic similarity while performing stylization or
appearance editing, with the exception of [3, 28, 47], who
perform region-based stylization or appearance-editing of
NeRFs, but do not change geometry. For an overview of the
vast field of NeRFs and their editing techniques, we refer to
the excellent surveys [17] and [55].

Limitations of many of the above approaches include
that they are often solving for either shape or appearance
changes, and that the recently popular text-embeddings of-
ten might not produce the exact intended result (we show
an example in Fig. 8). Moreover, many NeRF shape editing
methods are restricted to small or partial shape changes, as
they solve for a deformation field and thus are restricted
to a limited amount of change (e.g., excluding topologi-
cal changes [3, 28, 61]). We aim to make progress in the
direction of combined and multiview-consistent semantic
appearance-editing by introducing NeRF analogies, com-
bining target geometry with a source appearance. We defer
the discussion of Inter-Surface Maps to the supplemental
for brevity.

3. Our Approach
The following sections will first formalize the abstract

idea (Sec. 3.1) and subsequently describe our specific im-
plementation (Sec. 3.2).

3.1. NeRF Analogies

Feature extraction As mentioned previously, the source
NeRF RSource provides view-dependent RGB color, while
the target NeRF RTarget provides geometry. Rendering
RSource and RTarget from random view directions produces
the first three rows of the first column in Fig. 2, while the
fourth row in that column is the result we aim to compute.

We then use these renderings to compute dense feature
descriptors of all images (visualized as the false-color im-
ages in the second column of Fig. 2). We require this fea-
ture embedding to place semantically similar image parts in
close regions of the embedding space.

For all renderings, we store the per-pixel features, the
RGB color, the 3D position and the viewing directions of
all non-background pixels into two large vectors, FSource

and FTarget. These are best imagined as point clouds in
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Figure 2. The main steps of our approach from left to right: We render both the target and source NeRF (first and second pair of rows) into
a set of 2D images (first column), and then extract features (middle column). An image hence is a point cloud in feature space, where every
point is labeled by 3D position, normal, view direction and appearance (third column). We use view direction, RGB and features of the
source NeRF, and position, normal and features of the target, and gray-out unused channels. We then establish correspondence between the
source and target features via the mapping ϕ in the lower right subplot, allowing us to transfer appearance from the source to the geometry
of the target. Finally, we train our NeRF analogy Lθ which combines the target’s geometry with the appearance from the source.

Figure 3. DiNO affinity for various pixel queries (colored dots,
columns) on various object pairs (rows), visualized as heatmap
where blue and red correspond to 0 and 1, respectively.

feature space, where some points are labeled as appearance
and others as view direction, as seen in the last column of
Fig. 2. This pair of point clouds will serve as supervision for

our training, while the figure also shows grayed-out what is
not relevant (positions of the source and the RGB and view
direction of the target).

Training In order to combine the appearance of the
source with the geometry of the target, we train a 3D-
consistent NeRF representation on the previously extracted
point clouds FSource and FTarget. As the target geometry
is given, we only need to learn the view-dependent appear-
ance part of that field, resulting in simple direct supervised
learning that does not even require differentiable rendering.
The key challenge is, however, to identify where, and under
which viewing angle, the relevant appearance information
for a given target location is to be found in the source.

To this end, we sample n locations in FSource (shown as
red dots in Fig. 2), and, at each location, extract the source
feature descriptors fSource, the source appearance LSource,
and the source viewing directions ωSource. Similarly, we
also sample m locations from the target point cloud FTarget

(shown as blue dots in Fig. 2) and, at each location, fetch the
image features fTarget and the target positions xTarget.

Now, we find a discrete mapping ϕj ∈ (1, . . . ,m) →
(1, . . . , n) that maps every target location index j to the
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source location index i with maximal similarity :

ϕj := argmaxi sim(fTargetj , fSourcei ).

As m× n is a moderate number, this operation can be per-
formed by constructing the full matrix, parallelized across
the GPU, and finding the maximal column index for each
row. The mapping ϕ is visualized as the links between
nearby points in the overlapping feature point clouds in the
lower right in Fig. 2. Notably, we do not enforce ϕ to be
3D-consistent or bijective, as this would constrain the pos-
sible transfer options (consider the case where the appear-
ance transfer would need to be a 1:n mapping, e.g., when
transferring the appearance from a single-legged chair onto
a four-legged table). Instead, we ask for the feature with the
maximum similarity and rely on the feature extractor to find
the correct color-consistent matches across multiple views.

Now, define LTarget
j = LSource

ϕj
as the appearance that

the target should have under the mapping ϕ and a certain
viewing direction, given the extracted correspondences.

This information – i) position, ii) direction, and iii) radi-
ance – is commonly sufficient to train the appearance part
of a radiance field: i) The target 3D positions are known, as
they can be directly inferred from the target geometry and
its renderings. ii) The source view direction is known on
the source, and we would like the target’s view-dependence
to behave the same. iii) The appearance is known from the
source via the mapping ϕ. Notably, i) implies that the den-
sity function decays to a Dirac delta distribution, so no vol-
ume rendering is required. The appearance values simply
have to be correct at the correct positions in space. More-
over, we found it beneficial to add the target’s surface nor-
mal into the network to provide high-frequency input signal
that aides in recovering high-frequent color changes.

We thus train the parameters θ of our NeRF Analogy Lθ

(for detail see Suppl. Sec. 2) such that for every observed
target position, target and source appearance match under
the source viewing direction, i.e.,

Ej [|Lθ(x
Target
j ,nTarget

j , ωTarget
j )−ϕj(L

Source
i , ωSource

i )|1].

DiNO, 28p Amir et al., 55p Ours, 392p

Figure 4. Self-similarity for a pixel query (the yellow point on the
left image) for several variants of DiNO to illustrate the effects of
feature resolution. Our version produces the most fine-granular
features, as is visible in the rightmost image.

3.2. Implementation

Features Expressive features are crucial for establishing
correspondences between objects and their semantic parts.
We rely on the features produced by DiNO-ViT [10], which
have been shown to capture both semantic and structural
information to a high extent [1, 50] and defer discussion of
our exact ViT setup to the supplemental for brevity.

Figure 5. The first three PCA components of the features as
RGB colors. Semantically similar regions have similar descrip-
tors, hence similar colors. Transferring the appearance along the
most similar descriptor for each pixel creates the middle image.

Fig. 4 shows the comparison between the original ViT
granularity, Amir et al. [1]’s reduced strides and our feature
granularity, while Fig. 5 visualizes the semantic correspon-
dence via the first three principal components of the ViT
features computed across the two images. As commonly
done, we compare the features according to their cosine
similarity

sim(f1, f2) :=
⟨f1, f2⟩

||f1|| · ||f2||
.

As per the previous explanations in Sec. 3.1, the general
idea behind our approach does not need, and never makes
use of, the target geometry’s color or texture. However, as
our feature extractor DiNO was trained on natural images,
we found its performance to decrease on un-textured images
and thus use textured geometry. We show an ablation of
this in Sec. 4.2 and are confident that future, even more de-
scriptive feature extractors (e.g., [12]) will be able to match
correspondence quality on untextured meshes.

Sampling We randomly render 100 images per object.
From each image, we sample an empirically determined
number of 5,000 non-background pixels to compute their
features and affinities. We now need to compute the co-
sine similarity into the source NeRF for all samples pixels.
In practice, we importance-sample for the cosine similar-
ity by constraining the similarity computation to the 5 clos-
est views. While this approach might introduce slight bias,
we found it to work well in practice (as similar views gen-
erally have higher similarity) while significantly reducing
computation time. Similar to [13, 22, 34, 40], we assume
roughly aligned objects, i.e., similar orientation and pose.
For non-aligned objects, one could run a pre-conditioning
step by optimizing rotation and translation such that the ob-
jects roughly align [43].
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Edge loss As DiNO-ViT is a 2D method that we employ
in a 3D context, it is inevitable that some of the feature cor-
respondences will be noisy across different views, i.e., we
cannot guarantee that a certain image part will map to the
same location under a different view. In our training setup,
this leads to washed-out details, which are especially no-
table in high-frequency regions, e.g., around edges, and on
the silhouettes of the objects. We alleviate this by com-
puting an additional regularization term that enforces the
difference of Gaussians (DoGs) between monochrome ver-
sions of the current rendering ICurrent and the target image
ITarget to coincide:

LG = | ICurrent ∗Gσ1
− ITarget ∗Gσ2

|1
where ∗ denotes convolution. We use standard deviations
σ1 = 1.0 and σ2 = 1.6, which is a common choice for this
filter [41]. We add this term to our training loss, weighted
by a factor λ, which we set to zero during the first 15% of
the training in order to allow the network to learn the correct
colors first before gradually increasing it to an empirically
determined value of 50. We show an ablation of this loss in
Sec. 4.2 and detail further training details in the supplemen-
tal.

4. Results
As we are, to the best of our knowledge, the first to in-

troduce semantically meaningful appearance transfer onto
arbitrary 3D geometry, there are no directly applicable com-
parisons to evaluate. Nonetheless, we compare to tradi-
tional image-analogy and style-transfer methods such as
Neural Style Transfer [18], WCT [32] and Deep Image
Analogies [34] by running them on pairs of images and then
training a NeRF (we use InstantNGP [44]) on the resulting
output images. For style transfer, WCT and deep image
analogies, we use the publicly available implementations
[25], [33] and [38], respectively. Those methods will nec-
essarily produce floaters and free-space density artifacts, as
they are not multiview-consistent. To allow a fairer compar-
ison, we reduce these artifacts by multiplying their output
with the target’s alpha-channel. Moreover, we compare to
the 3D-consistent appearance transfer method SNeRF [46],
which runs style transfer in conjunction with NeRF train-
ing. In accordance with the stylization and image-analogy
literature, we use the target as content- and the source as
style-image.

Qualitative We show results of our method and its com-
petitors on various object pairs in Fig. 6. It becomes evi-
dent that style-based methods fail to produce sharp results
and do not capture semantic similarity (e.g., the bag’s han-
dle is not brown, the chair’s legs are not beige). Deep Im-
age Analogies (DIA, [34]) manages to achieve crisp de-
tails, as it stitches the output together from pieces of the

input, but does not capture the target’s details well (cf. the
green chair’s backrest or the boots’ laces). As is seen from
the videos in the supplemental material, none of the meth-
ods except SNeRF and ours are multiview-consistent, which
leads to floaters, artifacts and inconsistent color changes.

We further show a NeRF analogy on a challenging multi-
object scene in Fig. 9. The difficulties here arise from
object-level ambiguities (no unique mapping between the
two table tops), semantic gaps (sofas on the left vs. chairs on
the right) and many-to-many relation (2 sofas vs. 4 chairs).
In spite of not being perfect (e.g., the couch appearance
bleeding onto parts of the table edges), our method handles
this case well and transfers the appearance among semanti-
cally related objects (e.g., apples, plants, chairs).

Finally, we show results on real-world scenes from the
MiP-NeRF 360 [6] and Tanks and Temples [27] datasets in
Fig. 7. We replace parts of the encoded geometry by first
manually finding a bounding box and then setting the vol-
ume density withing that box to zero. Rendering now re-
sults in the object being cut-out of the scene while inverting
the box results in a rendering of the object only. Those ren-
derings constitute our source appearance and, in conjunc-
tion with a provided target geometry, allow us to create a
NeRF analogy which we can composit back into the original
source NeRF via the painter’s algorithm. As Fig. 7 shows,
our method produces consistent results and transfers the ap-
pearance in a semantically meaningful way. Interestingly,
the comparison with the state-of-the-art text-based NeRF
editing method Instruct-Nerf2Nerf [19] in Fig. 8 shows that
their model cannot capture the required level of detail and
thus fails to perform the required edits - a limitation of the
underlying InstructPix2Pix’s text-embedding [9].

Quantitative The popular image metrics peak signal-to-
noise ratio (PSNR) and Structural Similarity Index Mea-
sure (SSIM) require ground-truth reference images, which,
for the case of NeRF analogies, do not exist, as the ”best“
semantic mapping is subjective and therefore cannot be
uniquely determined. We thus report “bootstrapped” PSNR
and SSIM (BPSNR, BSSIM) values: We first create a NeRF
analogy and use it to render out all train and test images.
The rendered-out train images then train a new NeRF (we
use Instant-NGP [44]), from which we compute PSNR and
SSIM between the previously- and now newly rendered test
images. While these metrics must nominally not be com-
pared to those reported by other methods (we are testing on
the output of a method, not on ground-truth data), they serve
as a relative (i.e., inter-method) indicator of multiview-
consistency: if the rendered-out test images are multiview-
consistent, the reconstruction will produce similar images,
resulting in higher BPSNR and BSSIM values. Inspired by
[19], we additionally report values for the CLIP direction
consistency (CDC) (see Suppl. Sec. 2 for details).
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Figure 6. Results of our method and related approaches on object pairs. For every row, we use the target’s geometry (top row) and the
appearance of the source NeRF (bottom row). The multiview-consistency of these results is best appreciated in the supplemental videos.

We detail the quantitative results of the aforementioned
metrics in Tab. 1 and find that they support the qualita-
tive results: our method achieves the highest score across

all metrics, while style transfer and WCT achieve the low-
est scores. SNeRF produces better results but still shows
relatively low scores, presumably because its style-transfer
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Figure 7. Results on the real-world KITCHEN (top), GARDEN (middle) and TRUCK scenes from the MiP-NeRF 360 [6] and Tanks and
Temples [27] datasets, respectively. For each experiment, we show the original scene in the leftmost subplot, followed by the target
geometry, our inferred NeRF analogy and the baselines style transfer [18], WCT [32] and Deep Image Analogies [34].

Figure 8. Text-based methods often cannot accurately represent
the desired geometry, or the editing fails completely, as seen here.
For our results on these scenes and views, see Fig. 7.

module struggles with the type of styles used in our ex-
periments (the source appearance is highly non-stationary,
which is known to cause problems to VGG-based methods).
DIA performs surprisingly well on most metrics, although
it does not have 3D information. We attribute this to the fact
that it creates its output from patching together parts of the
input, where the input by design is 3D consistent.

Table 1. Quantitative results of our and other methods according to
different metrics (cf. Sec. 4 for details). Higher is better for all, the
best and second-best results are bold and underlined, respectively.

Metrics User study

BPSNR BSSIM CLIP Transfer MVC Quality Comb.

ST [18] 25.14 .870 .981 1.7% 1.4% 2.9% 1.9%
WCT [32] 28.64 .917 .983 3.4% 0.5% 0.5% 1.9%
DIA [34] 33.06 .968 .983 28.6% 20.5% 9.1% 23.0%
SNeRF [46] 32.41 .947 .984 7.8% 1.0% 2.9% 4.8%
Ours 36.16 .984 .992 58.5% 76.7% 84.8% 68.4%

4.1. User Study

In addition to the quantitative evaluation previously de-
scribed, we ran a user study to complement the evaluation
and to assess our method’s semantic quality, i.e., whether
the produced output is a plausible mixture of target geome-
try and source appearance. In the first section of the study,
participants were shown 2D results in randomized order and
asked which approach best combines the target geometry
and the source appearance (“Transfer” in Tab. 1). For the
second study, we lifted the 2D methods to 3D by using their
outputs as input images for InstantNGP [44]. We then ren-
dered a circular camera trajectory and asked the participants
to choose their preferred method for a) multi-view consis-
tency and b) floaters and artifacts (“MVC” and “Quality” in
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Figure 9. A NeRF analogy on a multi-object scene. The semantic
mapping correctly matches apples, plants, tables and chairs.

Tab. 1, respectively). We gathered responses from 42 par-
ticipants and show the averaged responses across all three
categories in the rightmost column (“Combined”) of Tab. 1.
The results in Tab. 1 support our quantitative and qualita-
tive findings and show our method to be leading by a wide
margin across all categories. All statements are highly sig-
nificant with a Pearson ξ-square test’s p < 0.001.

U
se

r 
Pr

ef
. i

n 
%

Transfer MV-Cons. Quality

OursDIAST SNeRFWCT85.0

Combined

Figure 10. Outcome of our user study, as also per Tab. 1.

4.2. Ablation Study

We show each of our design decision’s influence with
an ablation, displayed qualitatively in Fig. 11. Ablating
the edge-loss still allows clear color distinctions between
semantic parts (e.g., front vs. roof), but leads to lower-
frequent detail, as the network has no incentive to learn the
target’s fine-granular details. While ablating the texture on
the target geometry leads to slightly washed-out descriptors,
presumably due to more noise in the DiNO-ViT correspon-
dences, our method still produces semantically similar re-
sults, supporting our claim that DiNO features are expres-
sive and translate across the domain gap between textured
and untextured geometry.

Target Full no edgeloss no texture Source

Figure 11. Ablation of our method’s components (see Sec. 4.2).

5. Limitations

Our method fundamentally relies on the mapping ϕ and
the NeRF representation R, and thus also inherits their
unique limitations. It is, for instance, hard for DiNO (and
most other correspondence methods) to resolve rotational
ambiguities on round objects. Moreover, as we perform
point-based appearance transfer, we are unable to transfer
texture. We show a failure case in Fig. 12.

Figure 12. A limitation of our method: due to specularity and
rotation-symmetry, the DiNO correspondences are inaccurate, and
our method tries to consolidate these inaccuracies by erroneously
encoding the different colors in the viewing directions.

6. Conclusion

In this work, we have introduced NeRF Analogies, a
framework for visual attribute transfer between NeRFs via
semantic affinity from ViT features. Our method can aid in
content-creation, e.g., by combining user-captured geome-
try with appearance from online 3D models, and works in
multi-object settings and on real-world scenes. We com-
pare favorably against other methods from the color-transfer
and stylization literature and achieve the highest rankings
in a user study both for transfer quality and multiview-
consistency. NeRF analogies open up new avenues of fu-
ture research, such as the 3D-consistent transfer of texture
or intrinsic scene parameters such as roughness or specular
albedo. Moreover, it would be interesting to automatically
learn the most relevant directions or views [29, 31, 35] for
the subsequent learning of a NeRF analogy.
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Julien Mairal, Piotr Bojanowski, and Armand Joulin. Emerg-
ing properties in self-supervised vision transformers. In Pro-
ceedings of the IEEE/CVF international conference on com-
puter vision, pages 9650–9660, 2021. 2, 4

[11] Jun-Kun Chen, Jipeng Lyu, and Yu-Xiong Wang. Neuraled-
itor: Editing neural radiance fields via manipulating point
clouds. In Proceedings of the IEEE/CVF Conference on
Computer Vision and Pattern Recognition, pages 12439–
12448, 2023. 2

[12] Niladri Shekhar Dutt, Sanjeev Muralikrishnan, and Niloy J
Mitra. Diffusion 3d features (diff3f): Decorating untex-
tured shapes with distilled semantic features. arXiv preprint
arXiv:2311.17024, 2023. 4

[13] Michael Fischer and Tobias Ritschel. Metappearance: Meta-
learning for visual appearance reproduction. ACM Transac-
tions on Graphics (TOG), 41(6):1–13, 2022. 4

[14] Michael Fischer and Tobias Ritschel. Plateau-reduced differ-

entiable path tracing. In Proceedings of the IEEE/CVF Con-
ference on Computer Vision and Pattern Recognition, pages
4285–4294, 2023. 1

[15] Martin A Fischler and Robert C Bolles. Random sample
consensus: a paradigm for model fitting with applications to
image analysis and automated cartography. Communications
of the ACM, 24(6):381–395, 1981. 1

[16] Jakub Fišer, Ondřej Jamriška, Michal Lukáč, Eli Shecht-
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