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Abstract

In this paper, we introduce the problem of zero-shot text-
guided exploration of the solutions to open-domain image
super-resolution. Our goal is to allow users to explore di-
verse, semantically accurate reconstructions that preserve
data consistency with the low-resolution inputs for different
large downsampling factors without explicitly training for
these specific degradations. We propose two approaches for
zero-shot text-guided super-resolution - i) modifying the gen-
erative process of text-to-image (T2I ) diffusion models to
promote consistency with low-resolution inputs, and ii) incor-
porating language guidance into zero-shot diffusion-based
restoration methods. We show that the proposed approaches
result in diverse solutions that match the semantic meaning
provided by the text prompt while preserving data consis-
tency with the degraded inputs. We evaluate the proposed
baselines for the task of extreme super-resolution and demon-
strate advantages in terms of restoration quality, diversity,
and explorability of solutions.

1. Introduction
The goal of image super-resolution is to recover a high-
quality image, given a low-resolution (LR) observation y,

y = Ax+ n, (1)

where A, x, and n represent the down-sampling operator,
ground truth image, and measurement noise respectively. Im-
age super-resolution is highly ill-posed, especially at large
super-resolution factors with many valid solutions satisfy-
ing the data consistency accurately. While most of the re-
cent state-of-the-art supervised deep networks for super-
resolution [6, 31, 80] recover only a single image from this
solution space, there are also methods utilizing conditional
or unconditional generative models [2, 5, 38, 42, 46, 81],
which allow sampling multiple solutions. A few of these
works also allow exploring the solution space, using graph-
ical user inputs [2] or semantic maps [5]. Yet, even these
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methods are tailored to images of specific classes such as
faces, or trained for specific super-resolution factors. On the
other hand, natural language provides a simpler and more in-
tuitive means of conveying semantic concepts. For instance,
it is easier to provide detailed descriptions or convey con-
cepts such as age, gender, emotion, and race through text
rather than graphical inputs alone. Therefore, a method that
guides image super-resolution through text can greatly aid
the exploration of semantically meaningful solutions.

In this paper, we propose for the first time zero-shot open-
domain image super-resolution using simple and intuitive
text prompts. Our goal is to explore via text prompts, di-
verse and semantically accurate reconstructions that pre-
serve data consistency with the low-resolution inputs for
different large downsampling factors without explicitly train-
ing for these specific degradations. Towards this goal, we
exploit recent advances in text-to-image (T2I ) generative
models [64, 66, 68], contrastive language image pretrain-
ing (CLIP) [61], and unsupervised zero-shot approaches
to image recovery using diffusion-based generative models
[12, 74, 81]. We explore two paradigms for zero-shot text-
guided super-resolution. In the first approach, we adapt re-
cent diffusion-based zero-shot super-resolution approaches
to T2I models by appropriately modifying the generative
process. We consider recent state-of-the-art text-to-image
diffusion models, open-sourced versions of DALL-e2 [64],
and Imagen [68], and adapt these models for zero-shot super-
resolution using different zero-shot approaches for diffusion-
based image recovery [12, 74, 81]. As these T2I models
comprise of a cascade of diffusion models at different reso-
lutions, we modify the zero-shot approaches accordingly to
deal with multi-stage generation. In the second approach, we
modify an existing diffusion-based zero-shot restoration ap-
proach to incorporate additional language guidance through
CLIP. We focus on extreme image super-resolution with
large upscale factors, as this problem is severely ill-posed,
and allows exploration of a larger solution space.

Fig. 1 illustrates the benefits of text guidance in ex-
treme super-resolution. Existing zero-shot methods such
as [12, 77] cannot recover realistic details when the ground
truth has complex content as seen in the super-resolution re-
sults of [12] on challenging input. On the other hand, the use
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LR input DPS [12] using diffusion model trained on Imagenet Ours
’A statue of Walt Disney holding Mickey Mouse hands is showing in front of Cinderellas castle.’

LR input

←−−−−−−−−−−−−−− DPS [12] −−−−−−−−−−−−−−→←−−−−−−−−−−−−−− DDNM [81] −−−−−−−−−−−−−−→

’A smiling girl’ ’a smiling woman’ ’an elderly woman’ ’smiling elderly woman’

Figure 1. Text guided image Super-resolution. We explore consistent reconstructions to image super-resolution problems through text
prompts while achieving perfect data consistency with the given inputs for all solutions. Shown are a) extreme super-resolution of natural
images (top), b) face super-resolution (bottom), with an upsampling factor of 16.

of text enables the recovery of complex scene content with
specific details matching the text prompt. The use of text also
effortlessly improves diversity in solutions for face super-
resolution in terms of age, expression, gender, race, and other
attributes over [12, 81] which recover images with limited
diversity. We evaluate the proposed baselines in terms of
realism, fidelity with low-resolution input, and agreement
with text, in several qualitative, quantitative, and human eval-
uations. Extensive experimental evaluations demonstrate the
benefit of using zero-shot text guidance in terms of flexi-
bility, diversity, and explorability of solutions to extreme
super-resolution. Our work opens up a promising direction
of developing efficient tools for text-guided exploration of
image recovery.

2. Preliminaries
2.1. Denoising Diffusion Probabilistic Models

(DDPM)

DDPM generative models [27] employ two diffusion pro-
cesses: i) A forward process slowly noising a data sample x0

into Gaussian distribution N in T steps, with the evolution
of a sample xt at time-step t given by:

q(xt|xt−1) := N (xt;
√
1− βtxt−1, βtI)

i.e., xt =
√
1− βtxt−1 +

√
βtϵ, ϵ ∼ N (0, I),

(2)

where {βt}Tt=0 is the noise variance schedule. ii) A learned
reverse process using iterative denoising to generate samples
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from the training data distribution q(x) in T steps given by:

p(xt−1|xt,x0) := N (xt−1;µt(xt,x0), σ
2
t I), where,

µt(xt,x0) =
1
√
αt

(
xt − ϵθ(xt, t)

1− αt√
1− ᾱt

)
, and,

σ2
t =

1− ᾱt−1

1− ᾱt
βt, with αt = 1− βt, and ᾱt =

t∏
i=0

αi,

(3)
and ϵθ is the learned neural network noise approximator.

2.2. Range-Null Space Decomposition

When there is no measurement noise in (1), i.e. y = Ax,
pseudoinverse operation A†y produces the minimum norm
solution with perfect data consistency. Any other solution
(A†y + xδ) is also data consistent, as long as xδ lies in the
null space of A. Note that x can be decomposed as:

x ≡ A†Ax+ (I−A†A)x. (4)

The component (I−A†A)x is in the null space of A, (with
A(I − A†A)x ≡ 0). Given an approximate solution x̄,
Eq. 4 can be used to construct a data consistent solution
[2, 72, 80, 81] given by x̂ as,

x̂ = A†y + (I−A†A)x̄. (5)

2.3. Zero-Shot Restoration using Diffusion Models

We now describe diffusion-based zero-shot restoration meth-
ods that we explore in this paper for text-guided restoration.
Given a noisy sample xt at step t, [73] obtain the clean
estimate of x0 as:

x0|t :=
1√
ᾱt

(
xt − ϵθ(xt, t)

√
1− ᾱt

)
. (6)

The works [12, 74] also utilize x0|t of a similar form by
approximating p(x0|xt) as a simple Gaussian distribution.
This estimate is used in a guidance function or in a projec-
tion to incorporate measurement consistency in the following
methods.

Diffusion Posterior Sampling DPS [12] utilize x0|t in re-
construction guidance as:

xt−1 ← x′t−1 − ρt∇xt
∥y −A(x0|t)∥22, (7)

where, the intermediate estimate at the previous step x′t−1 is
obtained using the usual reverse step, and the gradient of the
reconstruction loss for ∥y −A(x0|t)∥22 with respect to xt is
obtained by differentiating through the diffusion model.

Pseudoinverse-Guided Diffusion Models ΠGDM [74]
modify (7) by inverting the measurement model using pseu-
doinverse as:

xt−1 ← x′t−1 − ρt∇xt
∥A†y −A†A(x0|t)∥22, (8)

and demonstrate improved reconstructions with a reduced
number of diffusion steps.

Denoising Diffusion Null-Space Models DDNM [81] uti-
lize the range space-null space decomposition in the reverse
diffusion process to rectify the clean estimate at each step to
satisfy data consistency as:

x̂0|t := A†y + (I−A†A)x0|t. (9)

This rectified data consistent estimate x̂0|t is used in subse-
quent sampling from p(xt−1|xt, x̂0|t) in [81]. Compared to
[12, 74], this method is faster as it does not require differen-
tiation through diffusion model weights.

2.4. Text guided Image Generation with Diffusion
Models

There are two approaches for text-guided image generation
using diffusion models- training text-conditioned diffusion
models, or incorporating text guidance into unconditional
models using vision-language models such as CLIP [61].

2.4.1 Text-to-Image T2I Diffusion Models

We now describe the T2I generative models we employ for
text-guided super-resolution.

DALL E-2 unCLIP [64] consists of: i) a diffusion-based
prior to produce CLIP image embeddings [61] from encod-
ings of the input prompt, ii) a conditional diffusion-based
decoder to generate images conditioned on CLIP image em-
beddings and text prompts in a down-sampled pixel space,
and iii) a diffusion-based super-resolution module to upsam-
ple the decoder output into a high-resolution image.

Imagen [68] utilizes a pretrained text encoder [62] to gener-
ate embeddings from input text which condition a cascade of
conditional diffusion models to generate images of increas-
ing resolutions. Different from unCLIP, Imagen uses only
text embeddings which are used to condition every stage of
image generation and super-resolution.

We consider unCLIP and Imagen diffusion models with
two stages, ϵθ operating on a down-sampled pixel space at
resolution 64× 64, and an upsampling stage ζθ operating at
resolution 256× 256.

2.4.2 Training-free text-guided generation

The idea of training free guidance [3, 84] is to incorporate
desired conditioning signal c into generation process through
appropriate energy function E which measures the distance
between desired condition and clean estimate x0|t at every
diffusion step:

xt−1 ← x′t−1 − ρt∇xt
E(c,x0|t). (10)
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For text-guided generation, E can be defined using the
distance between the text and image embeddings obtained
through CLIP text and image encoders.

3. Methodology
Given a low-resolution image y with known degradation
operator A, our goal is to generate data-consistent solutions
u whose attributes can be varied using input text prompts c.

Data Consistency : Aû ≡ f,

Semantic Consistency : û ∼ q(u|c),
(11)

where q(u|c) denotes the distribution of images u with se-
mantic meaning provided by the text prompt c. To obtain so-
lutions satisfying semantic meaning provided by text prompt
as well as measurement consistency, we explore the follow-
ing methods:
1. Zero-shot super-resolution using T2I models.
2. Incorporating CLIP guidance into zero-shot diffusion-

based restoration.

3.1. Text Guided Super-resolution using T2I Models

We consider two recent diffusion-based text-to-image (T2I)
generative models that operate in the pixel domain DALL
E-2 [64] and Imagen [68]. As these models employ a multi-
stage generation process, first in down-sampled pixel-space,
followed by upsampling stages, we correspondingly modify
the sampling process to incorporate guidance or null-space
consistency in both stages of the generation. Let c1 and
c2 denote the conditioning signals in the two stages, ϵθ
and ζθ denote conditioned diffusion models in the down-
sampled stage, and the super-resolution stage respectively.
The current estimate of the clean image at each step in the
first stage and second stage are respectively given by,

xLR0|t =
1√
ᾱt

(
xLRt

− ϵθ(xLRt
, t|c1)

√
1− ᾱt

)
, (12)

x0|t =
1√
ᾱt

(
xt − ζθ(xt, t|c2)

√
1− ᾱt

)
. (13)

For Imagen, c1 corresponds to text embeddings from the
text encoder, and c2 contains xLR, in addition to text em-
beddings. For unCLIP c1 corresponds to a combination of
CLIP image embeddings produced by the prior model and
text embeddings, and c2 is the output xLR of the first stage.

We first recover a lower resolution version xLR by using
a modified measurement ALR which takes into account the
downsampling operation for text-conditioned diffusion in
low resolution. For the subsequent super-resolution using
the model ζθ, we consider the actual measurement operator
A. We adapt zero-shot methods discussed in Sec. 2.3 as
follows:

T2I -DPS: We incorporate reconstruction guidance in both
stages. In down-sampled pixel space, reconstruction guid-
ance is given by

xLRt−1 ← x′LRt−1
− ρt∇xLRt

∥y −ALRxLR0|t)∥
2
2.

(14)

In the second stage, we incorporate reconstruction guidance
following the standard DPS method given in Eq. (9).

T2I -ΠGDM: We incorporate pseudoinverse guidance in
both stages. In down-sampled pixel space, pseudoinverse
guidance is given by

xLRt−1
← x′LRt−1

− ρt∇xLRt
E(y,A†LR,xLR0|t), where,

E(y,A†LR,xLR0|t) = ∥A
†
LRy −A†LRALR(xLR0|t)∥

2
2.

(15)
The second stage incorporates pseudoinverse guidance fol-
lowing the standard ΠGDM approach given in Eq. (8).

T2I -DDNM: We impose null-space consistency in both
stages. In down-sampled pixel space, xLR0|t is rectified at
each step as

x̂LR0|t = A†
LR

y + (I−A†LRALR)xLR0|t . (16)

The second stage has the usual DDNM null space rectifica-
tion given by Eq. (9).

In the supplementary material, we explore text-guided
super-resolution using Stable diffusion [66]. It is not straight-
forward to impose null-space consistency on the intermediate
estimates in the Stable Diffusion model similar to DDNM, as
the diffusion process happens in the latent space. We show
in the supplementary that this does not lead to desirable
solutions.

3.2. CLIP guided Image Super-resolution

We incorporate CLIP guidance into DDNM-based image
super-resolution. For a given image x0 and text prompt
c, we define an energy function E(c,x0) which measures
similarity between the given image and text prompt using
CLIP model, through cosine similarity between the CLIP
image embeddings and CLIP text embeddings. At each step
t, we obtain a clean estimate x0|t using Eq. (6), and compute
the gradient ∇xtE(c,x0|t). We rectify x0|t to satisfy null
space consistency using Eq. (9) to obtain x̂0|t and use it to
compute an intermediate estimate of the previous step:

x̂t−1 ∼ p(xt−1|xt, x̂0|t). (17)

This intermediate previous step is then modified to incorpo-
rate CLIP guidance as

xt−1 ← x̂t−1 − ρt∇xtE(c,x0|t). (18)

While one could also define an energy function combin-
ing CLIP guidance with reconstruction guidance or pseudo-
inverse guidance, we observe that this creates a trade-off
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between the two objectives of minimizing reconstruction
loss and maximizing similarity with text, and does not pro-
vide satisfactory results.

4. Experimental Evaluation
We perform experiments on extreme super-resolution of im-
ages with large super-resolution factors ×8, ×16, as this
problem is severely ill-posed and allows exploration of a
larger solution space, and is therefore an ideal setting to
test our method on exploring diverse solutions. In contrast,
input imposes stronger constraints on the solutions for super-
resolution at smaller scale factors, limiting their diversity and
explorability. We generate low-resolution images using bicu-
bic downsampling and compute the pseudoinverse operator
A† using SVD following [38, 81]. To evaluate consistency
between the generated result and the input text prompt, we
use CLIP score [61] using the ViT-B/16 CLIP model. For
super resolutions with large factors, PSNR/SSIM which mea-
sure consistency with ground truth are not effective metrics
to measure reconstruction performance, as multiple solu-
tions can lead to the same low-resolution image. We instead
evaluate consistency by calculating PSNR between the input
LR image and the downsampled version of the solution, as
also used in recent challenges for learning super-resolution
space [24, 47]. We evaluate the reconstruction quality in
terms of NIQE score [54]. We also conduct a user study to
evaluate how the users rate the plausibility of reconstruction
and semantic consistency with the text prompt.

We perform experiments on face images from CelebA-
HQ dataset [35] (a subset of 200 images) and open domain
images with captions from NoCaps dataset [1] (a subset of
100 images). For face image super-resolution, we manu-
ally provide different text prompts with varying personal
attributes such as age, gender, smile, glasses, and curly hair.
All our experiments are performed for an output resolution of
256× 256. For text-guided restoration with T2I models, we
use the open-source versions of Imagen Deep-Floyd IF [16],
unCLIP Karlo-unCLIP [40], and Stable Diffusion v1.4 [66].
We describe the detailed settings and hyper-parameters for
each method in the supplementary material.

We first compare the performance of proposed base-
lines against existing restoration methods, vanilla DDNM
and DPS using unconditional diffusion models trained on
CelebA-HQ faces [35] and Imagenet [17]. For this experi-
ment, we provide a neutral prompt for text-based methods
‘a high-resolution photograph of a face’ for face images,
and utilize images and captions from the NoCaps dataset
for open domain images. The results are summarized in
Tab. 1. Among the zero-shot diffusion-based image restora-
tion methods, DDNM achieves the best LR PSNR owing to
exact consistency imposed by projection operation, where
DPS achieves visually sharper results, which is reflected
in the lower NIQE scores. The text-based reconstruction

The Santa ornament hangs from a Christmas tree branch amongst the colorful bright
lights.

A woman wearing glasses and smiling has a green balloon hat with one purple balloon
flower and one blue balloon flower in front of a whiteboard that says face painting

Two white tigers, one laying down, the other standing.
LR DPS[12] [64]+DDNM [68]+DDNM

Figure 2. Visual comparison of 16× SR on open domain images.

baselines from Sec. 3 achieve comparable performance to
specialized models trained on faces on neutral prompts. Fur-
ther, on open-domain images from the NoCaps dataset, we
observe significantly better image quality in terms of NIQE
score, and semantic matching as measured by CLIP score
in comparison to DDNM and DPS using diffusion model
trained on Imagenet. Further, we note that using CLIP guid-
ance along with DDNM significantly improves both seman-
tic matching with text as well as NIQE, with a reduction in
LR consistency when compared to vanilla DDNM which
yields rather blurred results. All the methods still maintain a
good consistency with the low-resolution measurement, with
LR PSNR > 45 dB. In addition to the baselines in Tab. 1,
we also experimented with the baselines of [9, 31], we did
not include these results as these methods do not achieve the
desired level of LR consistency. Among these [31] is trained
for the task of extreme super-resolution, yet, we find that it
cannot handle very low-resolution inputs well.

Fig. 2 qualitatively compares the super-resolution perfor-
mance of vanilla DPS with T2I -DDNM approaches using
unCLIP and Imagen. On this test set, DDNM using an un-
conditional diffusion model trained on Imagenet produces
blurry results. While DPS recovers sharp images in where
the image content is simpler, Figs. 2 and 1 show that it strug-
gles with complex scene content. On the other hand, the use
of powerful T2I models in zero-shot restoration can recover
data consistent solutions matching complex text prompts.

T2I −ΠGDM and T2I -DPS Among the T2I model based
approaches, Imagen [68]+ΠGDM has the least CLIP score
in Tab. 1. This is because this method is evaluated without
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Dataset SR Metric DPS DDNM [68]+DDNM [64]+DDNM CLIP guided [68]+ΠGDM

Faces

8× LR PSNR(dB)(↑) 50.42 75.40 51.68 67.02 50.16 51.08
NIQE(↓) 5.59 8.41 6.17 5.54 6.12 6.86

16× LR PSNR(dB)(↑) 51.98 80.91 51.86 66.30 51.79 52.02
NIQE(↓) 5.54 9.77 5.94 5.43 6.38 6.98

Nocaps

8×
LR PSNR(dB)(↑) 47.01 72.94 50.34 66.33 47.86 48.75

NIQE(↓) 9.66 10.27 4.62 4.88 5.37 5.10
CLIP(↑) 0.2592 0.2326 0.3102 0.3344 0.2564 0.2811

16×
LR PSNR (dB)(↑) 48.07 78.42 53.05 70.01 50.97 49.67

NIQE(↓) 4.81 13.24 4.72 5.21 5.71 5.33
CLIP(↑) 0.2418 0.2162 0.3037 0.3381 0.2517 0.2788

Table 1. Quantitative evaluation of baselines DPS[12],[81], and Imagen[68]+DDNM, [64], CLIP guided DDNM, Imagen[68]+ΠGDM.

LR DPS[12] DDNM[81] ←−−−−−−−−−−−−−− CLIP guidance+DDNM −−−−−−−−−−−−−−→

←−−−−−−−−−−−−−−−−−− [64]+DDNM −−−−−−−−−−−−−−−−−−→←−−−−−−−−−−−−−−−−−− [68]+DDNM −−−−−−−−−−−−−−−−−−→

Figure 3. Exploring solution for 16× SR on a face image for the prompts: ‘Elderly smiling man’, ‘ Man with curly hair’, ‘Man with glasses’,

classifier-free guidance (CFG) [26], whereas DDNM-based
methods included CFG. It is known that including CFG in
T2I models improves adherence to text. However, we find
that it conflicts with gradient-based measurement guidance,
reducing data consistency in T2I −ΠGDM and T2I -DPS.
The use of CFG requires a lower stepsize parameter, and
as seen in Tab. 2, the use of the same number of diffusion
steps drastically decreases LR-PSNR while improving CLIP
score on the NoCaps dataset. We investigate this further by
evaluating [68]+ΠGDM with varying numbers of reverse
diffusion steps on a subset of 25 CelebAHQ images for the
prompt ‘a photograph of a woman with curly hair’. While
increasing the number of diffusion steps improves LR PSNR,
it also reduces text adherence. We see that improving LR
PSNR always does not lead to desired results in Fig. 4. In
the supplementary material Sec. 8.1, we include a detailed
study and include results of similar experiments with Im-
agen [68]+DPS. We observe that Imagen−DPS does not
provide the desired level of LR consistency even without
classifier-free guidance. When classifier-free guidance is

included, text adherence improves, with a significant drop in
LR PSNR.

Exploring solutions through text Figs. 1 and 3 provide
qualitative comparisons of the proposed text-based baselines
with DPS [12] and [81] on face images. While vanilla DPS
and DDNM using a diffusion model trained on faces achieve
realistic and data-consistent solutions, they offer little scope
for exploration and produce solutions with limited diver-
sity. On the other hand, the proposed baselines can recover
images with great diversity in attributes such as curly hair,
glasses, expression, and age. As the ill-posedness of the
recovery problem becomes more severe at high SR factors
(×32), it is possible to recover a wide variety of outputs with
challenging attributes in age, race, and appearance. We show
more examples in the supplementary material.

Limitation of T2I -DDNM While T2I -DDNM methods
do not face a trade-off between text adherence and measure-
ment consistency, they can still result in unrealistic images
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Step size Steps CFG LR PSNR (dB) CLIP score

Nocaps 1.0 100 ✗ 49.67 0.2788
0.5 100 ✓ 24.31 0.2923

Faces

1.0 100 ✗ 48.705 0.2560
0.5 100 ✓ 30.675 0.3011
0.5 200 ✓ 40.025 0.2742
0.5 300 ✓ 42.431 0.2773
0.5 500 ✓ 43.093 0.2695

Table 2. Effect of CFG, step size, and number of steps on consis-
tency and text adherence in T2I -ΠGDM .

LR 28.34dB 28.09dB 34.43dB 41.56dB

LR 27.25dB 41.28dB 41.81dB 41.59dB

LR 20.09dB 43.5dB 44.0dB 44.2dB
100steps 200steps 300steps 500steps

Figure 4. Effect of classifier-free guidance and stepsize in Imagen-
ΠGDM.

Figure 5. ×16 SR results with (bottom) and without (top) averaging
trick with λ=0.4, and the text prompt ‘a high-res photo of a cat’.

that are both consistent with the text as well as measurement.
This is because any image hallucinated by the T2I model can
still be made consistent with the measurement through null-
space component rectification. We sometimes encounter this
problem in unCLIP[64]-DDNM, when image embedding
imagined by prior does not structurally align with the ob-
servation. This can be mitigated to an extent by modifying
the image embedding which conditions the diffusion model.

Imagen-DDNM unCLIP-DDNM CLIP guidance
Faces nocaps Faces nocaps Faces nocaps

Text-Similarity 90.89% 92.88% 73.20% 54.42% 60.64% 25.38%
Photo-realism 69.35% 83.07% 30.89% 35.57% 30.77% 10.38%

Table 3. Results of user survey on text guided super-resolution

We introduce an embeddings averaging trick by considering
a convex combination of embedding provided by the prior,
and CLIP image embedding of the pseudo-inverse solution.
The extent of this averaging can be controlled by an addi-
tional hyperparameter λ which determines the weight of
pseudoinverse embedding. This embeddings averaging trick
can improve the structural consistency of the solution with
the input observation, as seen in Fig. 5.

User Study We performed a user study to evaluate the
realism and semantic matching with text prompts on the re-
sults of Imagen-DDNM, unCLIP DDNM, and CLIP-guided
DDNM using an online survey platform. The survey in-
cluded 50 reconstructions for each method for the task of
×16 super-resolution along with the corresponding text
prompts. The LR images were generated using 30 face
images from CelebA HQ, and 20 open-domain images from
the NoCaps dataset. The users were asked to evaluate sep-
arately whether each reconstruction semantically matches
with input text prompt and whether the solution appears
photo-realistic. The results of this survey are found in Tab. 3.
Both Imagen DDNM and unCLIP DDNM score better in
terms of user preference in comparison to CLIP-guided re-
covery. This is to be expected, as both [40] and [16] are
powerful T2I models trained over webscale data. Among
the three methods, Imagen DDNM has the best user prefer-
ence in terms of both semantic matching with text as well
as perceived realism of the recovered solution. This human
evaluation is in contrast with the quantitative evaluation in
Tab. 1 where unCLIP achieves higher semantic matching
with text in terms of CLIP score. As unCLIP was trained to
invert CLIP embeddings, it possibly produces images with
higher CLIP scores.

5. Related Work

Diverse Solutions to Image Super-resolution Deep net-
works have become popular tool for image super-resolution
in the past decade[9, 39, 53, 78], where many state of the
art methods [6, 31, 79, 80] employ supervised training to
recover a single solution. Deep learning based solutions
which allow sampling multiple solutions to the ill-posed SR
problem also exist, [2, 5, 9, 11, 33, 38, 46, 46, 53, 55, 74, 81].
These methods utilize conditional or unconditional genera-
tive models to sample solutions. Among these conditional
generative model based approaches [2, 32, 42, 46, 47, 49, 60,
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69] are trained for the specific super-resolution task. Zero-
shot approaches[11, 38, 53, 74, 81] on the other hand, utilize
image generative models directly for image recovery.

Explorable Image Super-resolution A few prior works
attempt to explore solutions space using graphical inputs [2]
or semantic maps [5]. However, they are still restricted to
specific classes e.g. faces, or trained for specific degradation,
e.g. specific super-resolution factors. A recent work [50]
also combines text features into super-resolution network
architectures using attention, and trains separate models for
text-guided image super-resolution in an end-to-end man-
ner for each dataset and super-resolution factor. Yet, this
approach cannot handle open domain images and arbitrary
super-resolution factors. To the best of our knowledge, there
is no existing method that allows zero-shot exploration of so-
lutions space for different restoration tasks on open-domain
images through text.

Diffusion Models for Image Super-resolution One could
utilize diffusion models for image super-resolution and
other restoration tasks either by training a conditional dif-
fusion model for specific tasks [42, 69, 82, 88], or by lever-
aging diffusion models for zero-shot image recovery [9–
11, 29, 34, 37, 38, 48, 56, 81]. We are concerned with the
latter variety, which exploit the knowledge of degradation op-
erator to modify the sampling process. Earlier works [29, 34]
adopt Langevin dynamics for linear inverse problems and
incorporate measurement guidance through the gradient of
the least-squares data fidelity term. [9, 11] alternate between
a standard reverse diffusion step and a projection step pro-
moting measurement consistency. Recent works utilize an
estimate of clean sample at each reverse step to modify the
sampling process via a consistency enforcing projection op-
eration [38, 48, 81] or through guidance through the gradient
of the least-squares data fidelity term [12], or least squares
measurement guidance [74] or both [10]. While projection-
based approaches are faster and do not need to backpropagate
through diffusion model weights, they are restricted to in-
verse problems where a pseudo-inverse or its approximation
can be computed. On the other hand, gradient-based mea-
surement guidance can be applied for any inverse problems,
or even arbitrary guidance [3, 84], yet it is more expensive
as it requires back-propagation through the diffusion model
weights at each iteration. More recently, [52] adopt diffusion
models in a regularization by denoising (RED) framework,
and [91] demonstrate their utility for plug-and-play image
restoration as an effective alternative to the standard Gaus-
sian denoisers.

T2I Generative Models Starting from [51] many works
proposed different methods to generate images from text
prompts. Initial works trained RNNs [51] and GANs [41, 65,

83, 85, 85–87, 89, 90] using attention on smaller captioned
image datasets [43, 76]. Recent developments in image
generation [18, 21, 57], contrastive learning[7] and large-
scale training on massive internet-scale datasets of paired
text prompts and images [70, 71] accelerated research in
vision-language learning [30, 58, 61, 63, 64, 68]. Many
recent works train text-to-image (T2I) models directly on
large scale datasets using autoregressive transformers [19,
22, 63] or diffusion based models[58, 64, 68]. Some of these
T2I models perform diffusion in a low dimensional latent
space [4, 20, 25, 28, 66, 75], or in a down-sampled pixel
space [64, 68] for computational efficiency. An alternative
paradigm is employed by [13–15, 23, 44, 45, 59] using text-
image encoder CLIP [61] approaches to guide pretrained
generative models [18, 21] towards the input text prompt.

6. Discussion, Limitations, and Conclusions

In this paper, we introduced the challenging task of zero-shot
open-domain extreme super-resolution for different scale fac-
tors guided by text prompts. We explored two approaches
to deal with this challenge- utilizing pretrained diffusion-
based T2I models for zero-shot recovery and by guiding an
image diffusion model with CLIP for zero-shot diffusion-
based restoration. We showed that the proposed methods
improve adherence to input text prompts while maintaining
consistency with the observation. We demonstrated signif-
icantly improved diversity in solutions using the proposed
methods. Among these methods, CLIP guidance is naturally
outperformed by the more powerful T2I diffusion model-
based methods. Further, we found that gradient-based recon-
struction guidance could be in trade-off with text adherence.
Moreover, the generated results are not always realistic, and
it can require several attempts to realize the desired output,
as also observed in text condition image generation [36]. It
must be noted that not every text prompt is meaningful for
every observation. When certain patterns or objects indicated
by text cannot be present in the image, the corresponding
objects or patterns cannot be recovered without severe arti-
facts or unrealistic images. In this case, it is not the failure
of the approach or the model, rather it can help the users
determine the plausibility of a solution. In view of this, the
evaluation of text-guided restoration is highly subjective, and
any quantitative evaluation in terms of image quality metrics
is meaningful only when the input text prompts are well
aligned and plausible for the given degraded measurement.
The performance of all the proposed methods depends on
and is limited by the generative capabilities of the pre-trained
generative model. The method inherits the biases of the data
used to train the T2I model. Finally, our work opens up a
promising direction of developing efficient user-guided tools
for text-based exploration of image recovery.
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