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Figure 1. LPSNet: End-to-End Human Pose and Shape Estimation with Lensless Imaging. We contribute a framework for estimating
human poses and shapes from individual lensless measurements. The first row shows the input measurements acquired by our lensless
imaging system, the second row shows the estimated human poses and shapes from lensless measurements, and the bottom row shows the

3D results shown in different views.
Abstract

Human pose and shape (HPS) estimation with lensless
imaging is not only beneficial to privacy protection but also
can be used in covert surveillance scenarios due to the
small size and simple structure of this device. However,
this task presents significant challenges due to the inherent
ambiguity of the captured measurements and lacks effective
methods for directly estimating human pose and shape from
lensless data. In this paper, we propose the first end-to-
end framework to recover 3D human poses and shapes from
lensless measurements to our knowledge. We specifically
design a multi-scale lensless feature decoder to decode the
lensless measurements through the optically encoded mask

+ Equal contribution.
* Corresponding author.

for efficient feature extraction. We also propose a double-
head auxiliary supervision mechanism to improve the esti-
mation accuracy of human limb ends. Besides, we estab-
lish a lensless imaging system and verify the effectiveness
of our method on various datasets acquired by our lens-
less imaging system. The code and dataset are available at
https://cic.tju.edu.cn/faculty/likun/projects/LPSNet.

1. Introduction

In recent years, lensless imaging technologies [6, 7,
19, 25] have advanced significantly due to their many ad-
vantages, such as privacy protection, smaller size, sim-
ple structure, and lower cost. 3D human pose and shape
(HPS) estimation [11, 14, 34, 35] requires miniaturized and
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lightweight imaging system as application scenarios be-
come more diverse. All these advantages, especially pri-
vacy, make the lensless imaging system very suitable as an
imaging device for human pose and shape estimation. In
this work, we propose LPSNet, which aims to estimate 3D
human pose and shape from lensless measurements instead
of RGB images, achieving cheaper and privacy-protecting
3D human pose and shape estimation.

A thin, lightweight, and potentially cost-effective opti-
cal encoder is used in a lensless imaging system instead of
traditional cameras with lenses, while others are expensive,
rigid, and occupy more space. At this stage, the application
of a lensless imaging system is extensive, it is mainly used
in the field of microscopic imaging, RGB image reconstruc-
tion, and so on. More valuable information can be obtained
from lensless measurements due to the special optical en-
coding method of lensless imaging systems. Directly esti-
mating human pose and shape from lensless measurements
is not currently possible. The first step is to reconstruct an
RGB image from a lensless measurement and then estimate
the human pose and shape from the RGB images. However,
experimental findings indicate that the reconstructed RGB
images are of suboptimal quality, resulting in incomplete lo-
cal features and significant deviations in the position of the
human body. Combining these factors leads to inaccurate
human pose estimation when using lensless measurements
to reconstruct RGB images. This approach has computa-
tional burden and computational resources, making it very
unfavorable for deployment at the endpoint.

In this paper, We aim to advance human pose and shape
estimation using a lensless imaging system, which needs
to overcome two main challenges. First, how to extract fea-
tures from lensless measurements for human pose and shape
estimation. Secondly, during early experiments, when using
features extracted from lensless measurements to estimate
human pose and shape, we found poor estimation accuracy
of human limbs.

To address these challenges, we introduce LPSNet, the
first end-to-end human pose and shape estimation frame-
work with lensless imaging. To extract features from opti-
cally encoded lensless measurements, we propose a multi-
scale lensless feature decoder (MSFDecoder). Specifically,
we introduce a global perception layer to enhance the global
decoding capability of MSFDecoder. The global informa-
tion that has been optically encoded to the global can be
efficiently decoded to obtain a feature map that can be used
in subsequent processes. To improve pose and shape es-
timation, we propose a Double-Head Auxiliary Supervi-
sion(DHAS) mechanism to be implemented during training.
Auxiliary supervision can improve the estimation accuracy
of human limbs and correct results with large deviations.

Our main contributions can be summarized as follows:

1) We propose LPSNet, an end-to-end pose and shape esti-

mation network for lensless imaging systems. This is the
first work to estimate human poses and shapes directly
from lensless measurements.

2) We propose MSFDecoder, a Multi-Scale Lensless Feature
Decoder that decodes and extracts features from lensless
measurements, which can be receptive to global features
in lensless measurements.

3) We propose a Double-Head Auxiliary Supervision mech-
anism for both pose and shape estimation, which can im-
prove the estimation accuracy of human limbs.

2. Related Work
2.1. Lensless Imaging System

A conventional photographic camera typically comprises
a focusing lens, which may consist of one or more optical
elements and an image sensor positioned at or near the focal
length of the lens. The lens in such a camera directs the pro-
jected light from the observed scene onto the sensor, aiming
to accurately map specific scene points to individual pixels
on the sensor. Conversely, in a lensless imaging system,
the absence of a lens defines its configuration. Instead, an
optical modulator, such as a coded amplitude mask or a dif-
fuser, is positioned between the scene and the image sensor,
often close to the sensor itself. As a result, the recorded data
deviates significantly from the expected RGB image during
imaging. In this process, the local information of the ob-
ject transforms overlapping global information through the
optically encoded mask.

Within the mask-modulated lensless systems, a fixed op-
tical mask is introduced to create a versatile lensless system
that can work for a wide range of object distances and light-
ing scenarios, whether passive or uncontrolled. The mask
modulates the incoming light and generates a measurement
that can be decoded through computational methodologies.
Mask-modulated lensless imaging systems were used to
perform 2D imaging [4, 7, 19], refocusing [7], 3D imag-
ing [2, 7], and microscopic imaging [1, 2, 7].

Generally speaking, amplitude modulators and phase
modulators [1, 4] are the two types of optical masks used in
lensless imaging systems. Phase modulators can be further
sub-categorized into phase gratings [30, 31], diffusers [2],
and phase masks [7]. One key characteristic of a mask-
modulated lensless system is the pattern the mask produces
on the sensor for a point light source in the scene. We call
this pattern the Point-Spread Function(PSF), and its proper-
ties determine the imaging model of the system. As shown
in Fig. 2, we design a simple mask-modulated lensless sys-
tem for data acquisition in this experiment. The lensless
imaging system designed in our experiments chose a dif-
fuser as the mask.

The main advantages of lensless imaging are as follows:
lensless is small in size and can be assembled in a variety of
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Figure 2. The workflow of the lensless imaging system and the fi-
nal measurement obtained is the result obtained from the encoding
of 3D scene information by the lensless imaging system. The op-
tically encoded mask transforms local information in the 3D scene
into overlapping global information.

miniaturized equipment; lensless is light and easy to carry;
lensless cameras are still cheap to make; lensless cameras
have a wide view field, larger than traditional wide-angle
cameras; It can also protect the user’s privacy to a great
extent.

2.2. Human Pose and Shape Recovery

There are two primary methods for human pose and
shape estimation: optimization-based approaches and
regression-based approaches. Numerous methodologies
have been developed to estimate the three-dimensional hu-
man pose and shape by employing iterative optimization
techniques, e.g., SMPLify [5] and variations of the SM-
PLify [20, 26, 29, 33].

Many existing Regression-based methods follow the ar-
chitecture of HMR [14], which uses a pre-trained back-
bone to extract image features followed by regression to
obtain SMPL [5] parameters. Many improvements to the
original method have been proposed since its introduc-
tion. In particular, many papers have proposed alterna-
tive methods for pseudo-ground truth generation, includ-
ing using temporal information [3], multiple views [21],
or iterative optimization [13, 17, 27]. SPIN [17] proposed
an in-the-loop optimization that incorporated SMPLify [5]
in the HMR training, which combines the optimization-
based approach and the regression-based approach for hu-
man pose and shape estimation. PyMAF [35, 36] proposes
a pyramidal mesh alignment feedback loop for regression
of SMPL parameters. Our approach references the design
of PyMAF in the part of the SMPL parameters regression.
PARE [16] proposes a body-part-guided attention mecha-
nism for better occlusion handling. HKMR [10] performs
a prediction guided by the hierarchical structure of SMPL.
HMR2.0 [11] employs a large training dataset and proposes
a fully transformer-based approach for 3D human pose and
shape estimation from a single image. Many related ap-
proaches make non-parametric predictions, i.e., instead of
estimating the parameters of the SMPL model, they explic-
itly regress the vertices of the mesh. GraphCMR [18] uses a

graph neural network for the prediction, METRO [23] and
FastMETRO [8] use a transformer, while Mesh Graphormer
[24] adopts a hybrid between the two.

In this paper, we propose the first work to perform
end-to-end human pose and shape estimation from lensless
measurements. We designed a multi-scale lensless feature
decoder to decode the lensless measurements based on a
mask-encoder to obtain more efficient features. We also
propose a double auxiliary supervision mechanism to im-
prove the estimation accuracy of human limbs.

3. Method
3.1. Overview

Our work focuses on human pose and shape estima-
tion from lensless measurements. In this section, we
present the technical details of our approach. As depicted
in Fig. 3, the core of our method involves the following
three components: 1) a Multi-Scale Lensless Feature De-
coder(MSFDecoder) (Sec. 3.2) that can effectively decode
the information encoded by the lensless imaging system; 2)
a human parametric model regressor (Sec. 3.3) that takes
the multi-scale features produced by MSFDecoder as input
and predicts the SMPL parameters; 3) a Double-Head Aux-
iliary Supervision mechanism(DHAS) (Sec. 3.4) that can
assist the LPSNet to improve the estimation accuracy of hu-
man limbs.

3.2. Multi-Scale Lensless Feature Decoder

As illustrated in Fig. 2, the optical information of the
subject is diffused by the mask and projected onto the sen-
sor. The process of obtaining measurements through the
lensless imaging system can be treated as encoding optical
information in the scene into lensless measurements. The
goal of our lensless feature decoder Dy is to decode these
lensless measurements to multi-scale features, which are
then utilized for subsequent human body prediction. The
design of the global perception layer G p is inspired by HR-
Net [32]. The global perception layer inherits many of the
advantages of HRNet [32] and can always maintain a high
resolution, while the information interaction between differ-
ent branches complements the information loss caused by
the reduction in the number of channels. These advantages
are important for extracting features from lensless measure-
ments. Then, we design different convolutional layers for
different scales of features that are used to refine the fea-
tures.

Formally, the decoder takes a lensless measurement M
as input and decodes the information encoded by the lens-
less imaging system. The global perception layer ensures
the integrity of global information for each pixel by main-
taining the high-resolution convolution branch and the low-
resolution convolution branch in parallel. It further en-
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Figure 3. Overview of the proposed framework. A measurement M is passed through a Multi-Scale Lensless Feature Decoder to get
spatial characteristics at different scales. These feature maps are fed into the regressor for human pose and shape estimation. Also, these
feature maps are fed into the Double-Head Auxiliary Supervision to improve the estimation accuracy.

hances the information extraction accuracy by repeating the
multi-scale fusion across parallel convolutions. As shown
in Fig. 3, the global perception layer takes M as input and
generates a set of multi-scale spatial features ¢!>-%123 as
input for the subsequent steps. The final output ¢}, of the
decoder is obtained by passing ¢!, into different convolu-
tional layers,

¢ty = D (M). (1)
With different scales of decoding, we can obtain feature
maps at different granularities, through which we can per-
ceive the location of people in the scene. The results ob-
tained by the lensless decoder are utilized for subsequent
predictions with the SMPL model, incorporating pose,
shape, and camera parameters © = {0, 3,7}, where 7
is pseudo-camera parameters for the subsequent projection
calculation.

3.3. Human Parametric Model Regression

Our human parametric model regression is mainly in-
spired by the improved Human Mesh Regression described
in PyMAF [35]. Different from the pyramid features ob-
tained by deconvolution in PyMAF [35], our global per-
ception layer exploits HRNet [14] to maintain more high-
resolution information. We use a set of sampling points .S;
and project them onto the feature maps to extract point-wise
features. The point-wise features corresponding to each
point s in S; are bilinearly sampled from (]53;1’2’3. (Note
that ¢ is unnecessary here and is used as input for subse-
quent initialization.) Then the dimensions of these features

will be reduced by MLP(multi-layer perceptron) and con-
catenated as a feature vector ¢, which can be formulated
as:

Sy = F (&b, Se)
=® {f ((;Sﬁw(s)) , for sin St} ,

where F(-) denotes the overall point-wise feature extrac-
tion, f(-) is the MLP layer, and @ denotes the concatena-
tion. We use an iterative mechanism to complete the inter-
action of different scale features. Sequentially, a parameter
regressor R; takes features ngu and the current parameter
estimation O, as inputs and outputs the parameter residual.
Parameters are updated as O, by adding the residual to
©; which can be formulated as:

2

Ou1 =0, + Ry (@t,qB’jw) fort > 0. (3)
The initial parameter Oy is initialized by feeding ¢%;° into
the regressor R ;.

When the predicted parameters O (the subscript # is omit-
ted for simplicity) are obtained through each scale feature, a
mesh with vertices of V = M (8, 3) € RV *3 can be gener-
ated accordingly, where N = 6890 is the number of vertices
in the SMPL model. We downsample V' to get the sampling
point S¢4; for the next iteration. These mesh vertices can be
mapped by pre-trained linear regressor to obtain sparse 3D
keypoints J € R™i*3, With the estimated pseudo-camera
parameters, we can obtain 2D keypoints K € RYi*2 by
projecting J on the measurement coordinate system. We
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calculate the loss between the 2D keypoints and the ground
truth, in this way reducing the difference between the 2D
projection and the human pose in the real scene. Concur-
rently, supplementary 3D supervisions regarding 3D key-
points and model parameters are integrated when authentic
3D labels are available. The total loss function for the pa-
rameter regressor is thereby formulated as follows:

ACreg = /\2d||K_K||2+>\3d||J_j||2+)\para H@_(':)H27 (4)

where || - || is the squared L2 norm, K,J, and © denote
the ground truth 2D keypoints, 3D keypoints, and model
parameters, respectively.

3.4. Double-Head Auxiliary Supervision

The spatial feature map of the human body is relatively
rough and contains a lot of noise. Therefore, there are still
some deviations in the perception of human limbs and pose.
To improve our estimation accuracy of human limbs, we
introduce a Double-Head Auxiliary Supervision (DHAS)
mechanism to obtain finer spatial features during the train-
ing stage.

Specifically, we first convert all the spatial features at
different scales to a single feature map ¢’ by upsampling
and then concatenating them together. The feature map ¢
is used for the different auxiliary supervision heads. On
the one hand, we generate a heat map representation by a
classification layer to explicitly indicate the position of the
2d keypoints. On the other hand, we also estimate a dense
map through the IUV Predict layer to get a dense corre-
spondence between the SMPL model and the feature map.
The loss function for the Double-Head Auxiliary Supervi-
sion consists of two parts, which can be written as:

['das = Lsc + Lden~ (5)

Keypoints Supervision. We utilize the SimCC-based al-
gorithm [22] for predicting pose keypoints. This approach
treats keypoint localization as a classification task in hori-
zontal and vertical coordinates. During training, instead of
estimating the actual coordinates, we employ two vectors, x
and y, and convert the ground truth 2D keypoints into such
vectors to compute the loss. The loss function is then for-
mulated as follows:

Lsc = Azy (KL-Loss(z, &) + KL-Loss(y,9)) ,  (6)

where KL-Loss is the Kullback-Leibler divergence loss, &
and ¢ denote the processed ground truth 2D keypoints, re-
spectively.

IUV Supervision. We adopt the IUV mapping defined
in DensePose [12] as the dense correspondence represen-
tation. This mapping establishes deterministic correspon-
dences between foreground pixels in 2D images and ver-
tices on 3D surfaces. The vertices on the template mesh can

;— Screen

4
/
\ — Rays

’
\
N 7

N ’ Camera
. , /

Lensless Imaging System

Figure 4. On the top left is a figure of the dual camera system we
created. This system consists of an RGB camera and a lensless
imaging system using a diffuser as a mask. The top right shows
the process of collecting our dataset. The image at the bottom is a
record of the process of collecting our dataset.

be mapped back to pixels on the foreground using a prede-
fined bijection mapping between 3D surface space and 2D
UV space. The dense correspondence representation com-
prises the index of body parts P and UV values of mesh
vertices. During training, we apply classification loss to the
index of body parts P and regression loss to the UV chan-
nels of the dense correspondence mapping. The loss func-
tion is formulated as follows:

Lgen = Api CrossEntropy (P, P)
+ Ao SmoothL1(U, U) (7)
+ Ao SmoothL1(V, V)

where P,U , and V denote the ground truth of P and UV
values, respectively.

4. Experiments
4.1. Imaging System and Dataset

Lensless Imaging System. Due to the scarcity of human
pose and shape datasets based on lensless imaging systems,
we developed a basic lensless system to gather experimental
data. The system, illustrated in Fig. 4, comprises two pri-
mary components: a lensless imaging system for capturing
lensless measurements and an RGB camera for capturing
real images corresponding to the lensless measurements. To
ensure identical light paths, we employed a beam splitter
between the lensless sensor and the RGB camera. This al-
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lowed for consistent imaging conditions and facilitated ac-

curate correlation between the lensless measurements and

the corresponding real images.

For the lensless imaging part of the system, we adopted
the Mask-Modulated Lensless System, inspired by design
options such as diffusercam [2] and phlatcam [7]. Specif-
ically, we selected a diffuser as our mask and incorpo-
rated PhlatCam’s concept of using larger sensors to enhance
global information perception.

Datasets. The inputs to LPSNet are lensless measure-
ments. However, datasets for classical human pose esti-
mation are not directly available at present. Leveraging
the lensless imaging system we have constructed, and the
mathematical model of the system’s imaging, the sources of
datasets for our experiments can be categorized as follows:
* Real Dataset. Using a lensless imaging system to

capture images displayed on a screen as measure-
ments is currently the primary method of acquiring
datasets in the lensless field. We used this approach
to collect datasets from various sources, including Hu-
man3.6M, MPII, COCO, 3DPW, and MIP-INF-3DHP
datasets, which we refer to as LenslessHuman3.6M,
LenslessMPII, LenslessMIP-INF-3DHP, LenslessCOCO,
and Lensless3DPW, respectively. We also reclassified
the training dataset and validation dataset on LenslessHu-
man3.6M, referred to as train-LenslessHuman3.6M and
eval-LenslessHuman3.6M, respectively. Moreover, we
capture the real scenes of different individuals, back-
grounds, and light intensities using our lensless imaging
system.

e Simulated Dataset. The mathematical imaging model
enables the conversion (simulation) of images captured
by RGB cameras into measurements captured by lensless
imaging systems. This technique is commonly employed
in lensless imaging fields for testing systems and imaging
methods. Leveraging this, we converted numerous hu-
man pose datasets into simulated lensless measurements.
These simulated datasets extended our training set and
provided a quick validation of our method.

4.2. Implementation Details

The dimensions of the raw measurements are 1280 x
1024 x 3. Prior to commencing the experiments, we first
crop and resize the lensless measurements. These measure-
ments are pre-processed to 224 x 224 x 3 before being fed
into the network. Following this pre-processing step, the
lensless measurements inputted into the global perceptual
layer are 224 x 224, generating spatial features at resolutions
of (7 x 7,14 x 14,28 x 28, and 56 x 56). During the gen-
eration of mesh-aligned features, the SMPL mesh is down-
sampled using a pre-computed downsampling matrix pro-
vided in [18], resulting in a reduction of vertex count from
6890 to 431. The regressors R; follow a congruent architec-

tural framework to the regressor present in HMR [14], albeit
with slight variations in their input dimensions. Our net-
work is trained using the Adam optimizer [15] with a learn-
ing rate of 5 x 10~° and a batch size of 80 on 4 NVIDIA
RTX2080 Ti GPUs. No learning rate decay is applied dur-
ing training.

Ll &l

Measurement Recovered Images

Human Mesh Recovery

Figure 5. At the top is the frame of our baseline. Lensless mea-
surements first recover the image by reconstruction methods and
then estimate human pose and shape by PyMAF. The bottom im-
age compares the recovered image with the original image, and we

can see that the quality of the recovered image has dropped dra-
matically.

4.3. 3D Human Pose and Shape Comparison.

Baseline Approach. We are the first work to perform
human pose and shape estimation through lensless measure-
ments. Given the absence of other valid methods for com-
parison, we designed a baseline approach that approaches
this as a two-stage task. The baseline architecture is de-
picted in Fig. 5. In the first stage, we utilized the lensless
image reconstruction method Rego et. al. [28], chosen for
its wide applicability in recovering images acquired by lens-
less imaging systems. In the second stage, PYMAF is used
to estimate human pose and shape.

Method | MPJIPE| PA-MPIJPE| PVE|
baseline (PyMAF) | 257.07 121.73 277.18
baseline (PyMAF') | 126.28 81.37 151.60

LPSNet 119.20 81.52 134.74

Table 1. Comparison with baseline. The baseline is a combination
of the two-stage approach using existing methods. LPSNet out-
performs the baseline on the LenslessHuman3.6M datasets.

Comparison with Baseline. We present the results of
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Figure 6. Qualitative results of LPSNet on challenging LenslessHuman3.6M. The results on the left are from our LPSNet estimation,
those in the center are from our baseline (PyMAF) output, and those on the right are from the fine-tuned baseline (PyMAF') output.

LPSNet can be seen to be better than the baselines.

the quantitative comparative evaluation on the LenslessHu-
man3.6M dataset in Tab. 1. Notably, images recovered
from lensless measurements exhibit lower quality. Directly
comparing the baseline (PyMAF) with our approach is chal-
lenging and unfair. Therefore, we fine-tuned PyMAF on the
train-LenslessHuman3.6M dataset, denoted as PyMAFT.
Referring to Tab. 1, we observe significant improvements
in the indicators of baseline(PyMAFT). Specifically, com-
pared with the baseline(PyMAFT), the MPJPE of LPSNet
on the LenslessHuman3.6M dataset is reduced by 7.08 mm.

As shown in Tab. 1, our LPSNet achieved competitive
results compared to the baseline approach (PyMAF'). LP-
SNet demonstrates more significant improvements in the
MPIJPE and PVE metrics. However, we would argue that
the PA-MPJPE metric may not fully reveal the performance
of the mesh-image alignment, as it is calculated as MPJPE
after rigid alignment.

Baseline (PyMAF) has difficulty performing accurate
pose estimation on low-quality recovered images. However,
the outputs of our LPSNet exhibit significant improvements
compared to the two baseline methods, especially for limb
estimation. Qualitative comparison results are illustrated in
Fig. 6.

4.4. Ablation Study

In this section, we conduct ablation studies on Lens-
lessHuman3.6M under various settings to validate the ef-
fectiveness of the key components proposed in our method.

Method | MPJPE| PA-MPJPE, PVE|

w/o MSFDcoder and DHAS | 142.13 92.20 161.07
w/o DHAS 139.34 92.56 158.97

w/o DHAS (2D keypoint) 123.30 83.41 138.67
w/o DHAS (IUV) 129.70 86.83 146.7
LPSNet 119.20 81.52 134.74

Table 2. Ablation study on LPSNet. DHAS stands for Double-
Head Auxiliary Supervision.

All ablation variants were trained and tested on Lens-
lessHuman3.6M, which is derived from the Human3.6M
dataset. The Human3.6M dataset includes ground-truth 3D
labels and serves as a widely used benchmark in 3D human
pose and shape estimation.

Multi-Scale Lensless Feature Decoder. In LPSNet, the
decoder primarily decodes the global information of lens-
less measurements encoded by the diffuser, which plays a
crucial role in our end-to-end system. Our MSFDecoder is
essential for efficient feature extraction from lensless mea-
surements. We have adapted another variant of the decoder
to verify this. Specifically, we simplified the global percep-
tion layer of the decoder to a series of convolutional layers
and deconvolutional layers. We use this simpler decoder
in the experiment(w/o MSFDcoder and DHAS) instead of
MSFDecoder. As shown in Tab. 2, comparing the result
of experiments(w/o MSFDcoder and DHAS) and experi-
ment(w/o DHAS), we can see that MSFDecoder improves
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w/o MSFDecoder and DHAS

Figure 7. Qualitative results of LPSNet on challenging LenslessHuman3.6M.We can see that the results of LPSNet are better, and the
results are improved with the addition of the double-head assisted supervision mechanism.

the accuracy of the human pose and shape estimation sig-
nificantly. Through the qualitative experiment in Fig. 7,
we can also see that the human pose and shape estimation
has a better alignment after using the MSFDecoder. Note
that neither experiment(w/o MSFDcoder and DHAS) nor
the experiment(w/o DHAS) used auxiliary supervision.

Double-Head Auxiliary Supervision. Double-Head
Auxiliary Supervision is mainly used to improve the accu-
racy of human limbs. For each auxiliary supervisory head,
we conducted ablation experiments respectively. Referring
to the result in Tab. 2, LPSNet has significant improve-
ments in the MPJPE and the PVE metrics. Fig. 7 shows ad-
ditional qualitative comparison results. We can see that the
alignment of the human pose and shape is better with the
addition of the Double-Head Auxiliary Supervision mecha-
nism.

(a) Result on more datasets

(b) Result on real scenes

Figure 8. Results on more datasets and real scenes. From left to
right for each set of figures: lensless measurement, alignment of
results with RGB images, and 3D results shown in different views.

4.5. Results on more Datasets and Real Scene

Fig. 8 (a) shows the qualitative results on various
datasets after using the mixed datasets for training. Specif-
ically, we collected the MPII, COCO, 3DPW, MIP-INF-
3DHP, and LSP datasets through our lensless imaging sys-
tem and mixed them for training and testing.

In addition, we also capture the real scenes of two dif-
ferent people, in different backgrounds and different light
intensities using our lensless imaging system. Fig. 8 (b)
illustrates the experimental results of our method on these
real scenes, indicating its suitability for real-world applica-
tions.

5. Conclusion and Discussion

Conclusion. In this paper, we propose the first end-
to-end framework to recover 3D human poses and shapes
from lensless measurements to the best of our knowledge.
Specifically, we design a multi-scale lensless feature de-
coder, which can effectively decode the information pro-
duced by the lensless imaging system. We also propose a
double auxiliary supervision mechanism to improve the ac-
curacy of human limb end estimation. Experimental results
show that our method can achieve end-to-end human pose
and shape estimation through lensless measurements.

Limitations and Future Work. Our work is an initial
stride step in this direction, however, the results are still not
as robust as those achieved by traditional methods for es-
timating the human body from RGB images. The current
scarcity of lensless datasets hampers our ability to pre-train
the MSFDecoder using a large dataset like ImageNet [9],
thereby limiting the generalizability of our approach. We
will continue this work in the future, focusing on gener-
ating more extensive lensless datasets and progressing to-
wards practical applications.
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