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Figure 1. We introduce Bayes’ Rays, a post-hoc algorithm to estimate the spatial uncertainty of any pre-trained NeRF of any arbitrary
architecture. Our method requires no additional training and can be used to clean up NeRF artifacts caused by occluded or incomplete data.

Abstract

Neural Radiance Fields (NeRFs) have shown promise in
applications like view synthesis and depth estimation, but
learning from multiview images faces inherent uncertain-
ties. Current methods to quantify them are either heuristic
or computationally demanding. We introduce Bayes′Rays,
a post-hoc framework to evaluate uncertainty in any pre-
trained NeRF without modifying the training process. Our
method establishes a volumetric uncertainty field using spa-
tial perturbations and a Bayesian Laplace approximation.
We derive our algorithm statistically and show its superior
performance in key metrics and applications. More results
available at: https://bayesrays.github.io

1. Introduction
Neural Radiance Fields (NeRFs) are a class of learned vol-
umetric implicit scene representations that have exploded
in popularity due to their success in applications like novel
view synthesis and depth estimation. The process of learning
a NeRF from a discrete set of multiview images is plagued
with uncertainty: even in perfect experimental conditions,
occlusions and missing views will limit the epistemic knowl-
edge that the model can acquire about the scene.

Studying the epistemic uncertainty in NeRF is fundamen-
tal for tasks like outlier detection [23] and next-best-view

planning [32] that expand NeRF’s performance and applica-
tion domain to critical areas like autonomous driving [12].
However, quantifying the uncertainty contained in a NeRF
model is a relatively new area of study, with existing meth-
ods proposing either heuristic proxies without theoretical
guarantees [16, 58] or probabilistic techniques that require
costly computational power [47] and/or elaborate changes
to the conventional NeRF training pipeline [1, 42].

We draw inspiration from triangulation problems in clas-
sic photogrammetry [45], where uncertainty is often mod-
eled through distributions of feature point positions in image
space that are then projected onto 3D (see Figure 2). In-
tuitively, this distribution measures how much a feature’s
position can be perturbed while maintaining multi-view con-
sistency. We apply a similar intuition to NeRF, identifying
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Figure 2. Inspired by uncertainty quantification in classic pho-
togrammetry (left), we find epistemic uncertainty in NeRF (right).
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the regions of the radiance field that can be spatially per-
turbed with minimal impact on the reconstruction loss.

We propose Bayes’ Rays, a post-hoc framework for quan-
tifying the uncertainty of any arbitrary pre-trained NeRF.
Without requiring any changes to the training pipeline and
regardless of the architecture in use in the given NeRF (see
Figure 3), our method simulates spatially parametrized per-
turbations of the radiance field and uses a Bayesian Laplace
approximation to produce a volumetric uncertainty field,
which can be rendered like an additional color channel.

In this work, we show that our calculated uncertainties
are not only statistically meaningful but also outperform pre-
vious works on key metrics like correlation to reconstructed
depth error. Furthermore, they provide a framework for criti-
cal applications like removing floater artifacts from NeRF
(see Figure 1), matching or improving the state-of-the-art.
In summary, our main contributions are:
• We introduce a plug-and-play probabilistic method to

quantify the uncertainty of any pre-trained Neural Ra-
diance Field independently of its architecture, and without
needing training images or costly extra training.

• In little over a minute, we compute a spatial uncertainty
field that can be rendered as an additional color channel.

• We propose a direct application of our uncertainty field in
removing artifacts from pre-trained NeRFs in real time.

2. Related Work
Uncertainty Quantification studies the distribution of the
responses of a system conditioned on a set of measurable
input variables [43]. As a field of statistics, it has grown over
many decades out of the need to measure the accuracy of
scientific predictions in areas like physics [15], chemistry
[40] or meteorology [31].

Uncertainty in Computer Vision. Closer to our application,
estimating the uncertainty of Computer Vision systems has
been a subject of study even long before the Deep Learning
revolution; for example, in Structure from Motion and Bun-
dle Adjustment [45, Section 11.4][51]. In these problems
from classic photogrammetry, scene geometry and camera
parameters are jointly optimized in a process filled with un-
certainty [46, 54], often modeled through 2D image-space
Gaussians projected to 3D [9, 27, 45, 51] (see Figure 2).

Uncertainty in Deep Learning. The process of fitting a
neural network to observed data typically contains two fun-
damentally different sources of uncertainty [2, 19]. Aleatoric
uncertainty refers to the inherent randomness contained in
the data (e.g., due to instrument error or uncontrolled in-
fluences) and is often captured by fitting not just one func-
tion but a parametric distribution (e.g., Gaussians) to the
data [5, 19, 26]. On the other hand, epistemic uncertainty
quantifies the lack of knowledge that a model has over the
system it is trying to replicate; for example, due to miss-
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Figure 3. Bayes’ Rays applied to different NeRF architectures.
”Lego” [25] is only trained with cameras on its left hemisphere.

ing data. Commonly, this is achieved through a Bayesian
framework that estimates the posterior distribution of the
model given observed data. The most straightforward-yet-
expensive way of achieving this is via the use of Deep Ensem-
bles that quantify the differences in optimized parameters
after training many identical, yet differently initialized, net-
works on the same data [21, 57]. A popular alternative to
ensembles are variational Bayesian Neural Networks, which
model each network parameter with an independent distribu-
tion that is sampled at each training iteration and adjusted
through a KL loss to approximate the true model posterior
[10, 29]. This significant change to the training pipeline
comes at a computational cost, which recent works have
proposed circumventing through the use of post-hoc Laplace
Approximations (see [13, 38], or [50] for a Computer Vision
application) that only estimate the network weight posterior
near their already-trained value using derivative information.

Uncertainty in Neural Radiance Fields. NeRFs [25] rep-
resent 3D scenes through a neural volumetric encoding that
is optimized to match the images produced from multiple
camera views. Aleatoric uncertainty presents itself in this
process through the presence of transient objects in the scene
or changes in lighting and camera specifications. These phe-
nomena are quantified by the pioneering work NeRF-W [24]
and subsequent follow-ups [18, 32, 36] through a combina-
tion of standard aleatoric Deep Learning techniques [2] and
a learned appearance latent embedding [11].

Distinctly, we concern ourselves with the epistemic un-
certainty of Neural Radiance Fields, the source of which
is often missing data due to occlusions, ambiguities and
limited camera views. Many of the general Deep Learning
techniques to quantify this uncertainty have been applied
to NeRF with limited success. Works like [47] propose un-
certainty estimation through ensemble learning, which can
be time and memory consuming. Shen et al. [42] and its
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follow-up [1] model the problem through variational infer-
ence and KL divergence optimization in a way that is similar
in principle, yet shown to be superior, to standard variational
Bayesian neural networks. All these methods require intri-
cate changes to the NeRF training pipeline. In contrast, we
introduce Bayes’ Rays, the first framework that allows the
use of Laplace approximations for NeRF uncertainty quan-
tification, avoids variational optimization and can thus be
applied on any pretrained NeRF of any arbitrary pipeline.

Away from the traditional Deep Learning uncertainty
quantification frameworks, other works propose using NeRF-
specific proxies for uncertainty. For example, Zhan et al.
[58] propose computing the uncertainty as entropy of ray
termination in NeRF model. While high entropy can be
a good indicator of uncertainty in modeling solid objects,
such assumption can fail while using density regularizers
like the distortion loss proposed in [8]. Hoffman et al. [16]
suggest quantifying uncertainty as the variance in scenes
produced by a generative model when conditioned on partial
observations, relying heavily on the specific model’s priors.

Other Related Works. As we show in Section 4, our uncer-
tainty quantification relies on the sensitivity of any trained
NeRF to perturbations, a concept recently explored in an
unpublished preprint by Yan et al. [55] for applications out-
side NeRF and through a continual learning framework. To
make our method computationally tractable and architecture-
independent, we introduce a spatial deformation field sim-
ilar to the one suggested by [33, 34], but interpret it as a
re-parametrization of the NeRF model to quantify its uncer-
tainty via Laplace approximation. One of the many uses
we propose for our output spatial uncertainty field is to
avoid common spatial NeRF artifacts. Instead of chang-
ing the optimization at training time by adding regulariz-
ers [8, 30, 35, 37], we propose removing them from any
pre-trained NeRF in a post-processing step, a task that has
been tackled recently by diffusion-based works like Nerf-
busters [52]. As we show in Section 5, our algorithm matches
or improves the performance of Nerfbusters in this specific
application while being more general and requiring no addi-
tional training.

3. Background

We propose a general framework for applying Laplace ap-
proximations to quantify the epistemic uncertainty of any
pre-trained NeRF. We will briefly review both these concepts
before exploring the difficulties one encounters when trying
to combine them naively, thus motivating our perturbation-
based approach described in Section 4.

3.1. Neural Radiance Fields

Conventional NeRFs [25] learn to map each point in 3D
space to a view-dependent radiance and a view-independent
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Method PSNR ↑ SSIM ↑ LPIPS ↓ Coverage ↑ Time ↓
Nerfacto (base) 16.83 0.52 0.39 0.89 -

Nerfbusters 17.99 0.60 0.25 0.63 20 min
Bayes′Rays-0.9 17.66 0.56 0.34 0.83

1.6 minBayes′Rays-0.4 17.78 0.57 0.31 0.78
Bayes′Rays-best 18.27 0.60 0.27 0.70

Figure 4. We propose cleaning up a learned scene by thresholding
the computed uncertainty, matching or surpassing the state of the
art at a much lower computational cost. Processing time computed
on an NVIDIA RTX 6000; with no rendering overhead.

density value:

cϕ(x,d), τϕ(x) = R(x,d;ϕ) (1)

where ϕ represent the learnable parameters in the neural field.
The color of each pixel in an image can then be rendered
through compositing the density and color of a series of
points {ti} along the ray r = or + t · dr, using volume
rendering [48]:

Cϕ(r) =
∑
i

exp

−
∑
j<i

τjδj

 (1−exp(−τiδi))ci, (2)

where δi denotes the distance between each pair of succes-
sive points. The network parameters ϕ are optimized to
minimize reconstruction loss defined as the squared distance
between the predicted color C(r) and ground truth Cgt for
each ray r sampled from image In of training set images
I = {I}Nn=0. From a Bayesian perspective, this is equivalent
to assuming a Gaussian likelihood p(Cgt

n) ∼ N (Cϕ, s
2) and

finding ϕ∗, the mode of the posterior distribution:

ϕ∗ = argmax
ϕ

p(ϕ|I) (3)
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which, by Bayes’ rule, is the same as minimizing the negative
log-likelihood, with s2 commonly set to 1

2 :

ϕ∗ = argmin
ϕ

Ei Er∼In∥Cϕ(r)−Cgt
n(r)∥22 (4)

3.2. Neural Laplace Approximations

A common strategy to quantify the epistemic uncertainty of
any neural network trained on some data I is to study the pos-
terior distribution of the network parameters θ conditioned
on the data, p(θ|I). In contrast to variational Bayesian
neural networks, which propose using Bayes’ rule and a vari-
ational optimization to estimate this distribution, Laplace ap-
proximations [13, 38] rely on simply training the network by
any conventional means until convergence; i.e., on obtaining
the likeliest network weights θ∗ – the mode of p(θ|I). Then,
the posterior is approximated by a multivariate Gaussian dis-
tribution centered at the obtained mode p(θ|I) ∼ N (θ∗,Σ).
The covariance Σ of this distribution is then computed via a
second-order Taylor expansion of the negative log-likelihood
h(θ) = − log p(θ|I) about θ∗:

h(θ) ≈ h(θ∗) +
1

2
(θ−θ∗)⊤H(θ∗) (θ−θ∗) , (5)

where first order terms are discarded since θ∗ is a maximum
of h(θ) and H(θ∗) is the Hessian matrix of second deriva-
tives of h(θ) evaluated at θ∗. Identifying the terms in (5)
with the usual log squared exponential Gaussian likelihood
of N (θ∗,Σ), one obtains:

Σ = −H(θ∗)−1 (6)

Unfortunately, a naive application of this framework to
NeRF by identifying θ with ϕ is impracticable, as it would
have three potentially fatal flaws:
• First, as we show in Section 4.4, the parameters of the

NeRF are strongly correlated with each other, making it
difficult to accurately estimate the posterior distribution
with any guarantees without computing, (and storing) all
the entries in H, a (potentially fully, at least block-) dense
matrix with dimensions matching the number of network
weights, before carrying out a costly inversion step.

• Secondly, even if one perfectly computed Σ, the parameter
correlations and network non-linearities would make it
such that transferring this distribution to any geometrically
meaningful one like a distribution over densities or pixel
values would require repeatedly and expensively drawing
samples from the full N (ϕ∗,Σ).

• Finally, beyond computational constraints, estimating un-
certainty directly on the NeRF parameters would require
our algorithm to have knowledge of (and, potentially, de-
pendence on) the specific internal NeRF architecture used.
Below, we solve all of these problems by introducing

a parametric perturbation field on which to perform the

Laplace approximation. Our algorithm is completely in-
dependent of the specific NeRF architecture used and can
guarantee minimal correlations between parameters, allow-
ing us to calculate a meaningful spatial uncertainty field
without the need to draw any distribution samples.

4. Method
As input, we take a pre-trained radiance field R with radiance
function c, density τ and optimized parameters ϕ∗, as well
as ground truth camera parameters {Tn} corresponding to
the N training images. Our method makes no assumption
about the specific architecture of R and is designed for any
arbitrary framework that produces a learned density τϕ∗ and
radiance cϕ∗ , which we treat as differentiable black boxes.

We begin by noting that, while the neural network
weights ϕ may serve as a useful parametrization of R during
training, a Laplace approximation can be formulated on any
reparametrization Rθ for any parameter set θ ∈ Θ, as long
as one knows the mode of the distribution p(θ|I).

We follow by drawing inspiration from the key insight
behind NeRFs: namely, that one can achieve impressive per-
formance even in 2D tasks by explicitly modeling the 3D
scene through a volumetric field. We also take inspiration
from Computer Graphics, where global, volumetric defor-
mation fields have been proposed as tools for manipulating
implicitly represented objects [41, 44]. Finally, we draw in-
spiration from photogrammetry, where reconstruction uncer-
tainty is often modeled by placing Gaussian distributions on
the spatial positions of identified feature points (see Fig. 2).

4.1. Intuition

The intuition behind our
reparametrization is better seen
with the simple scene shown in
the inset. Consider a single solid
blue segment with a green center
embedded in the 2D plane. Imagine
that this object is observed by two simplified cameras that
capture rays in a 60-degree cone, and let us now consider the
NeRF reconstruction problem as stated on this small dataset.

“perfect”
reconstructions

Trivially, the problem is an under-
determined one: as shown in the inset,
the green segment could be substituted
by many possible curves while still re-
sulting in a “perfect” photometric recon-
struction according to the four pixels in
our dataset. Indeed, there is a whole

null-space of solutions (green shaded region) to which the
green segment could be perturbed without affecting the re-
construction loss1, and a NeRF trained on this dataset may

1Note this is analogous to the condition number of near/far-field triangu-
lation from photogrammetry that was discussed in Section 1.
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converge to any one of these configurations depending on
the training seed. Hence, one may quantify the uncertainty
of a trained NeRF by asking “how much can one perturb it
without hurting the reconstruction accuracy?”

more uncertain

lessuncertain
Crucially, this quantity will vary

spatially: some regions of space will
be more constrained by the training
set and will allow only a limited per-
turbation before having an adverse
effect on the loss (e.g., the edges of
the segment, orange in the inset) while others will be much
more uncertain (e.g., the middle of the segment, purple in
the inset). Hence, we will be able to quantify the spatial un-
certainty of any trained NeRF by asking “which regions can
one perturb without hurting the reconstruction accuracy?”
front

side

This quantity will be helpful beyond
simple didactic examples: indeed, even
general 3D scenes like the one in the
inset can seem like pixel-perfect re-
constructions from all training camera
views (in this case, we trained a Ner-

facto [49] model for 30,000 epochs with 40 front and back
views of the laptop) but reveal large geometric artifacts when
seen from a different angle.

4.2. Modeling Perturbations

Inspired by all the considerations above, we introduce a
deformation field D : RD → RD, which one can interpret as
a block that is ran on the input coordinates before the NeRF
network. We choose a spatially meaningful parametrization
in the form of vector displacements stored on the vertices of
a grid of length M , allowing θ to be represented as a matrix
θ ∈ RMD×D, and defining a deformation for every spatial
coordinate via trilinear interpolation:

Dθ(x) = Trilinear(x,θ) . (7)

We can now reparametrize the radiance field R with θ by
perturbing each coordinate x before applying the already-
optimized NeRF neural network:

τ̃θ(x) = τϕ∗(x+Dθ(x)) , (8)
c̃θ(x) = cϕ∗(x+Dθ(x),d) , (9)

resulting in the predicted pixel colors:

C̃θ(r) =
∑
i

exp

−
∑
j<i

τ̃jδj

 (1− exp(−τ̃iδi)) c̃i .

We proceed by assuming a likelihood of the same form as
with the NeRF parametrization, Cgt

n ∼ N (C̃θ|θ, 1
2 ). Under

our assumption that ϕ∗ are optimal parameters of the trained
NeRF, it would be unreasonable to expect any non-trivial
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Figure 5. Very low resolutions may cause uncertainties to be
underestimated, with diminishing returns for M > 256.

deformation to decrease the reconstruction loss; therefore
we place a regularizing independent Gaussian prior θ ∼
N (0, λ−1) on our new parameters and formulating posterior
p(θ|I) whose negative log-likelihood h(θ) is given by

h(θ) = EnEr∼In∥C̃θ(r)−Cgt
n(r)∥22 + λ∥θ∥2 . (10)

The minimum of (10) must be obtained when θ = 0, as
in that case τ̃0(x) = τϕ∗(x), c̃0(x) = cϕ∗(x,d) and thus
C̃0(r) = Cϕ(r). Thus, zero is the mode of the distribution
p(θ|I) and we are finally in the ideal conditions for a Laplace
approximation around θ∗ = 0. Following Section 3.2, this
result in a distribution θ ∼ N (0,Σ) where

Σ = −H(0)−1 (11)

where H is the Hessian matrix of second derivatives of h(θ)
evaluated at zero. Computing these second derivatives is a
computationally intensive task; however, as we show below,
a combination of statistical and NeRF-specific tools allows
us to approximate it in terms of first derivatives only.

4.3. Approximating H

For any parametric family of statistical distributions pθ, the
Hessian of the log-likelihood with respect to the parameters
is also known as the Fisher information

I(θ) = −EX∼pθ

[
∂2h(X ; θ)

∂θ2

∣∣∣∣θ] = −H(θ) , (12)

which (under reasonable regularity assumptions) can also be
defined as the variance of the parametric score [22, 5.3]

I(θ) = EX∼pθ

[
∂h(X ; θ)

∂θ

⊤
∂h(X ; θ)

∂θ

∣∣∣∣∣θ
]
. (13)

Let us now denote the pair of random variables correspond-
ing to a ray and its predicted color as (r,y), where r ∼ {In}
and y = Cgt

n(r). In our case, (13) takes the form

I(θ) = E(r,y)

[
4 ϵθ(r) Jθ(r)

⊤Jθ(r)
]
+ 2λI (14)

where ϵθ(r) is the ray residual error

ϵθ(r) = ∥C̃θ(r)−Cgt
n(r)∥2

and Jθ(r) is the Jacobian of first derivatives

Jθ(r) =
∂C̃θ(r)

∂θ
(15)
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which can easily be computed via backpropagation.
Further, as we typically do not have multiple observations

of ray color for a single ray r, we can further simplify the
above using the definition of conditional expectation

I(θ) = Er

[
4 Ey|r [ϵθ(r)]Jθ(r)

⊤Jθ(r)
]
+ 2λI , (16)

noting that Ey|r [ϵθ(r)] is nothing more than 1
2 , the variance

of our stated likelihood Cgt
n ∼ N (C̃θ,

1
2 ),

I(θ) = Er

[
2 Jθ(r)

⊤Jθ(r)
]
+ 2λI . (17)

Combining (17) with (12) and approximating the expectation
via sampling of R rays, we have our final expression for H:

H(θ) ≈ − 2
R

∑
r

Jθ(r)
⊤Jθ(r)− 2λI , (18)

It is worth remarking that, while H contains in it all the
information that we will need to quantify the epistemic un-
certainty of the given radiance field, its computation in (18)
does not explicitly rely on the data from the training images
but only on information contained in the pre-trained model
and the training camera parameters.

4.4. Spatial Uncertainty

We can now fully take advantage of our
proposed reparametrization. First, since
each vector entry in θ corresponds to
a vertex on our grid, its effect will be
spatially limited to the cells containing
it, making H(θ) necessarily sparse and
minimizing the number of correlated
parameters (see inset, which compares
the sparsity of H(θ) to the that of an
NeRF’s MLP parameters ϕ). In fact, thanks to this low num-
ber of correlations, we will proceed like Ritter et al. [38] and
approximate Σ only through the diagonal entries of H:

Σ ≈ diag

(
2
R

∑
r

Jθ(r)
⊤Jθ(r) + 2λI

)−1

. (19)

Secondly, by measuring the variance of our deformation
field (intuitively, how much one could change the NeRF ge-
ometry without harming reconstruction quality), Σ critically
encodes the spatial uncertainty of the radiance field. We can
formalize this by considering the (root) diagonal entries of Σ,
which define a marginal variance vector σ = (σx, σy, σz).
Much like in the photogrammetry works discussed in Sec-
tion 2 and Figure 2, at each grid vertex, σ defines a spatial
ellipsoid within which it can be deformed to minimal recon-
struction cost. The norm of this vector σ = ∥σ∥2 is then a
positive scalar that measures the local spatial uncertainty of

the radiance field at each grid vertex. Through it, we can
define our spatial uncertainty field U : R3 → R+ given by

U(x) = Trilinear(x, σ) , (20)

which intuitively encodes how much the positioning of geo-
metric region in our reconstruction can be trusted. Strictly
speaking, as defined above, U measures the uncertainty at
(1+Dθ)

−1(x), not x; however, we note that these are equiv-
alent for the trained NeRF for which Dθ∗ = 0.

The uncertainty field U is the main output of our algo-
rithm and serves to illustrate the success of our approach. It
is a first-of-its-kind theoretically derivated spatial measure of
uncertainty that can be computed on any NeRF architecture,
without the need for additional training, expensive sampling
or even access to the training images.

5. Experiments & Applications
We validate our theoretically-derived algorithm through our
uncertainty field’s correlation with the depth prediction er-
ror (Section 5.1), show a prototypical application to a NeRF
clean-up task (Section 5.2) and justify our parametric choices
through ablation studies (Section 5.3).

Implementation. Unless specified otherwise, all NeRFs
used throughout this paper use Nerfstudio’s Nerfacto [49] as
the base architecture and are pre-trained for 30,000 steps. We
extract our uncertainty field U using 1,000 random batches
of 4,096 rays each sampled from a scene’s training cam-
eras, with M = 256 and λ = 10−4/M3, in a process that
takes around 90 seconds on an NVIDIA RTX 6000 and
takes 64MB of additional storage (25% original model size).
Once computed for a given scene, our uncertainty field con-
veniently functions as an additional color channel that can
be volumetrically rendered similar to the usual RGB. No
overhead is incurred on rendering speed, with uncertainty
computation per point being a simple look-up in the single-
resolution uncertainty grid. For visualization clarity, all our
results use a logarithmic scale, rendering logU instead of U .

5.1. Uncertainty Evaluation – Figures 6

We evaluate the estimated uncertainty of Bayes’ Rays by
showing its correlation with the NeRF depth error. We
choose predicted depth error as the best signal conveying
NeRF’s unreliability in geometric prediction, as RGB error
has been shown to not be representative of this uncertainty
due to radiance accumulation and model biases [47].

Metric. We measure correlation through the Area Under
Sparsification Error (AUSE) [6, 17]. The pixels in each
test image are removed gradually (“sparsified”) twice: first,
according to their respective depth error; second, by their
uncertainty measure. The difference between the Mean Ab-
solute depth Error (∆MAE) of the remaining pixels in both
processes provides the sparsification curves.
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Method
Scene

africa basket statue torch #0000 #0079 #0158 #0316

Ensemble 0.18 0.24 0.15 0.19 0.28 0.36 0.19 0.26
CF-NeRF 0.35 0.31 0.46 0.97 0.59 0.43 0.55 0.54

Ours 0.27 0.28 0.17 0.22 0.28 0.35 0.20 0.29

Figure 6. The uncertainties computed with our algorithm on the ScanNet and Light Field dataset are significantly more calibrated to the real
NeRF depth error than the previous state-of-the-art CF-NeRF [1], even matching the performance of extremely costly ensembles. Images are
colored by uncertainty / depth error percentile instead of value to be comparable. Please refer to Appendix B for more results.

Data. In Figure 6, we use 4 ScanNet scenes (#0000-
001, #0079-000, #0158-000, #0316-000) with ground-truth
depths provided. Each scene employs 40 images split into 5
test and 35 train images, following NerfingMVS [53]. Ad-
ditionally, we use 4 scenes from the Light Field dataset
[56, 59] (torch, statue, basket, africa), with the same train-
test split and pseudo-ground-truth depth map approach as
CF-NeRF [1]. To solve the scale ambiguity between the
trained NeRF scenes and ground-truth scenes, we use the
same rescaling as in [14, 53] for ground-truth depth.

Baselines. For Figure 6, we display sparsification curves
derived from our uncertainty field, with the previous state-
of-the-art CF-NeRF [1] and with the standard deviations
obtained by a costly process of training an ensemble of 10
identical yet differently seeded Nerfacto models. We forgo
density-aware ensemble [47] since Nerfacto does not have
the black zero-density space failure, evident in Figures 1, 4,
where colored and high-density floaters appear outside the
training hull. Next to each graph, we visualize the depth
error together with the (ascending) per-pixels rank produced
by each method (i.e., the ordering that produces the curves).
Unlike CF-NeRF [1], we do not measure disparity error due
to its heightened sensitivity to low-range depth errors and
significant underestimation of errors in distant points.

Results. The results are consistent across Figure 6. Bayes’
Rays’s uncertainty shows significant improvement in cor-
relation with depth error compared to CF-NeRF [1], both
quantitatively and qualitatively. Further, our uncertainty is
extremely close to the standard deviation of a costly ensem-
ble in both AUSE and sparsification plots, while requiring no

additional trained NeRFs, hence 10x less time and memory.

5.2. NeRF Clean Up – Figures 1 and 4

A common reconstruction artifact in NeRFs are “floaters”,
often caused by a lack of information in training data. These
inherently correspond to regions of high uncertainty; there-
fore, we propose removing them by thresholding the scene
according to our uncertainty field U during rendering.

In Figure 4, we compare our algorithm’s performance
to the current state of the art for post-hoc floater removal,
Nerfbusters [52], which employs a 3D diffusion model and
a “visibility mask” to guide additional training steps during
which some floaters are removed. For our comparison, we
use the same dataset proposed by Nerfbusters along with
their proposed metric of Coverage, together with more com-
mon measures of image quality. An ideal clean-up would
boost image quality while keeping pixel coverage high.

When using fixed threshold values like 0.9 or 0.4, Bayes’
Rays obtains similar PSNR values to Nerfbusters while al-
lowing for a higher coverage. If one selects the best possible
threshold value for each scene out of ten equally spaced
ones, Bayes’ Rays outperforms Nerfbusters in both PSNR
and coverage. It is worth noting that Bayes’ Rays achieves
with a significantly lower computational footprint: unlike
Nerfbusters, we do not require storing and evaluating a 3D
diffusion model, we are faster (96 seconds vs 20 minutes) by
eliminating the need for additional training and we circum-
vent the use of a “visibility mask” altogether by storing all
necessary information in our computed Hessian H.

Our qualitative results in Figure 4 show that our method
can filter floaters that are missed by Nerfbusters (Century),
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Figure 7. Bayes’ Rays quantifies only epistemic uncertainty in
NeRF and is thus unable to capture aleatoric effects like those
stemming from training inconsistencies.

is not prone to sampling artifacts caused by floater re-
moval (Flowers) and provides the parametric flexibility nec-
essary to avoid over-filtering (Pikachu).

5.3. Algorithmic Ablations – Figures 3, 5 and 8

In Section 4, we justified our introduction of the perturba-
tion field D partly through the desire to make our algorithm
independent to the specific NeRF architecture used. In Fig-
ure 3, we show that this is indeed the case, as we obtain
qualitatively similar results for three representatively dif-
ferent architectures (Mip-NeRF [7], Instant-NGP [28] and
Nerfacto [49]) on the “Lego” scene from the NeRF Synthetic
dataset [25] with 60 training views from its left hemisphere.

This success introduces an algorithmic choice; namely,
the discretization of the deformation field. In Section 4, we
propose storing it in a uniform spatial grid of size M3 from
which deformation values can be trilinearly interpolated.
The value of M thus becomes an algorithmic parameter,
which we explore for the same example in Figure 5. We
find that surface uncertainty can be missed for small values
of M , resulting in a generally more certain map that is only
activated on points of very high uncertainty, with diminishing
returns being obtained for larger, more costly M > 256.

Finally, our algorithm’s flagship application to NeRF arti-
fact removal also contains a parameter choice, in the form of
the uncertainty threshold. As we show in Figure 8, decreas-
ing this parameter can gradually clean a floater-heavy scene
leaving a floater-free clean capture of the target object. Since
our uncertainty field only needs to be computed once, we
suggest that this threshold can serve as real-time user control
in interactive NeRF setups like Nerfstudio [49].

6. Conclusions
We have introduced Bayes’ Rays, an algorithm to quantify
the uncertainty of any trained Neural Radiance Field inde-
pendently of its architecture and without additional training
nor access to the original training images. Our algorithm
outputs a spatial uncertainty field, which we have shown is
meaningfully correlated to the NeRF depth error and can be
thresholded for use in applications like NeRF cleanup.

We discretize our spatial deformation field using a uni-
form grid, which can lead to a high memory cost being

PSNR

% Coverage
6575 7080859095100

14.5

15

15.5

16

0.050.20.40.60.8∞

Uncertainty thresholds
for NeRF clean-up

Figure 8. Applying different thresholds to uncertainty for the NeRF
clean up task on the “garbage” scene from Nerfbusters dataset [52].
Left-most image (threshold=∞) shows the original NeRF result.

incurred in regions of little geometric interest. Future work
may significantly improve our performance by considering
more complex hierarchical data structures like octrees. Sep-
arately, in our algorithm’s derivation, we focus only on the
diagonal of H, disregarding (minimal) inter-parametric cor-
relations. Future applications may require their inclusion,
possibly through low-rank matrix decompositions [3, 4].

At a higher level, our algorithm’s stated goal is to capture
only the epistemic uncertainty of the NeRF, often present
through missing or occluded data. As such, aleatoric un-
certainty caused by noise or inconsistencies between views
is not captured by our method (see Figure 7). We are opti-
mistic that combining our work with current frameworks for
aleatoric quantification like [24, 39] will result in a complete
study of all sources of uncertainty in NeRF.

More broadly, our algorithm is limited to quantifying the
uncertainty of NeRFs and may not directly apply to other
frameworks. However, we anticipate similar Laplace approx-
imations for newer representations like 3D Gaussian splat-
ting [20]. As Deep Learning continues to advance Computer
Vision algorithms, we hope that our work can contribute to
the understanding of models’ knowledge and limitations.
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