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Figure 1. We present DiffPose, a self-supervised framework for differentiable 2D/3D registration. Trained exclusively on synthetic
X-rays rendered from a patient-specific preoperative CT scan, DiffPose aligns intraoperative X-rays with sub-millimeter accuracy. DiffPose
does not require manually annotated training data, performs consistently across subjects, and registers images at clinically relevant speeds.

Abstract

Surgical decisions are informed by aligning rapid
portable 2D intraoperative images (e.g. X-rays) to a high-
fidelity 3D preoperative reference scan (e.g. CT). However,
2D/3D registration can often fail in practice: conventional
optimization methods are prohibitively slow and suscepti-
ble to local minima, while neural networks trained on small
datasets fail on new patients or require impractical land-
mark supervision. We present DiffPose, a self-supervised
approach that leverages patient-specific simulation and dif-
ferentiable physics-based rendering to achieve accurate
2D/3D registration without relying on manually labeled
data. Preoperatively, a CNN is trained to regress the pose of
a randomly oriented synthetic X-ray rendered from the pre-
operative CT. The CNN then initializes rapid intraoperative
test-time optimization that uses the differentiable X-ray ren-
derer to refine the solution. Our work further proposes sev-
eral geometrically principled methods for sampling cam-
era poses from SE(3), for sparse differentiable rendering,
and for driving registration in the tangent space se(3) with
geodesic and multiscale locality-sensitive losses. DiffPose
achieves sub-millimeter accuracy across surgical datasets
at intraoperative speeds, improving upon existing unsuper-
vised methods by an order of magnitude and even outper-
forming supervised baselines. Our implementation is at
https://github.com/eigenvivek/DiffPose.

1. Introduction

Many high-stakes surgical procedures use intraoperative
X-ray image guidance to visualize surgical instruments and
patient anatomy [42]. While X-ray imaging is both rapid
and portable, it lacks the spatial detail of volumetric modal-
ities such as CT. The advantages of 3D image guidance
can be emulated by registering intraoperative X-rays to rou-
tinely acquired 3D preoperative scans, i.e. estimating the
intraoperative X-ray scanner’s pose relative to the patient’s
preoperative CT scan. Beyond localization of instruments
relative to patient anatomy, accurate 2D/3D rigid registra-
tion is critical to cutting-edge surgical innovations incorpo-
rating robotic assistance and augmented reality [2, 3, 20].

Classical 2D/3D rigid registration methods apply ray
tracing to CT volumes to render synthetic X-rays, referred
to as digitally reconstructed radiographs (DRRs) in medi-
cal imaging [4, 53]. Iterative optimization is used to find
the camera pose that generates a synthetic X-ray that most
closely matches the real X-ray as quantified by an im-
age similarity score. A major limitation of intensity-based
methods is their limited capture range and sensitivity to the
initial pose estimate [52]. If the initial pose is even a few
millimeters from the true pose, these methods can converge
to a wrong solution. To this end, two methods for initial
pose estimation are commonly deployed: landmark-based
localization and CNN-based pose regression.
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In landmark-based localization, feature extractors find
correspondences between anatomical landmarks in 2D and
3D images, which are then used by a Perspective-n-Point
(PnP) solver to estimate the camera pose [30, 31]. Such
methods require expert knowledge of landmarks that are
visible on X-ray for the specific surgical application and
manual annotation of 3D landmarks for every new CT vol-
ume [25]. While landmark localizers can be learned, only a
few small labeled datasets exist for training deep networks
[24, 41, 50], preventing the generalization of these methods
to new patients, procedures, and pathologies.

In parallel, several approaches similar to PoseNet [29]
have trained CNNs to directly regress the pose of an in-
traoperative X-ray [13, 35]. However, landmark-based lo-
calization consistently outperforms pose regression [10, 54]
due to CNNs performing pose regression via image re-
trieval instead of leveraging 3D structure [44]. Therefore,
generalizing supervised pose regression across all patients
would require unattainably large datasets. Instead, we train
a patient-specific pose regression CNN on potentially infi-
nite synthetic X-rays rendered from the patient’s own preop-
erative CT. We sample poses from a continuous distribution
on SE(3) whose support includes all intraoperative views.

Even when supervised training data is augmented with
synthetic X-rays, landmark-based localization and pose re-
gression fail to achieve consistent sub-millimeter accuracy
[17, 35, 56]. Therefore, state-of-the-art 2D/3D registration
methods refine initial pose estimates with intensity-based it-
erative optimization at test time (i.e. intraoperatively). Un-
fortunately, this refinement can itself fail due to limitations
with standard intensity losses (e.g. MSE, SSIM, NCC). We
improve this test-time optimization procedure in two ways:
We use differentiable X-ray rendering to optimize camera
poses in the Lie algebra se(3), and we develop a sparse mul-
tiscale variant of local normalized cross correlation [6, 7]
that is robust to local minima and faster to evaluate.

Contributions. We present DiffPose, a self-supervised
framework for differentiable 2D/3D registration (Figure 1).
First, we pretrain a patient-specific CNN with our self-
supervised pose regression task, removing the need for
manually annotated training data. Through a combination
of image similarity and SE(3)-geodesic losses, the CNN
learns to predict accurate initial pose estimates. Then, using
a differentiable X-ray renderer for test-time optimization,
we quickly refine the estimated camera pose by maximiz-
ing multiscale image similarity computed over sparse image
patches. Our framework requires only a single preoperative
CT scan, which is routinely acquired in the clinical standard
of care. We evaluate our method on two publicly available
datasets from different surgical specialties. While previous
methods fail to generalize to new patients or procedures,
DiffPose consistently achieves sub-millimeter registration
accuracy across populations and anatomical structures.

2. Related Work

Intensity-based 2D/3D registration. A 2D intraoperative
X-ray can be registered to a 3D preoperative CT volume
by maximizing its similarity to a rendered X-ray with re-
spect to the camera pose [8, 14, 34]. As traditional ren-
derers are non-differentiable, pose estimation is commonly
driven by gradient-free optimization [24]. This is both pro-
hibitively slow for intraoperative use and often converges
poorly in practice [58]. On synthetic data, gradient-based
optimization with DiffDRR, a differentiable renderer, has
been shown to recover the true pose faster and more ro-
bustly than gradient-free methods [1, 22]. We use DiffDRR
to develop a self-supervised method for differentiable reg-
istration and evaluate on real clinical X-ray and CT images.

Landmark-based 2D/3D registration. Given supervision
via anatomical landmarks, a camera pose can be estimated
by applying a PnP solver [19] to corresponding landmarks
extracted from 2D intraoperative and 3D preoperative imag-
ing. Recent approaches train neural networks to segment in-
traoperative X-rays and localize predefined landmarks from
the segmentation masks [17, 25, 27, 37, 39]. This approach
requires expert knowledge of which landmarks to extract
and manual annotation of a large 2D/3D dataset for the
anatomy of interest, precluding application to new anatom-
ical structures. These approaches often fail on patients with
poses, anatomies, or pathologies that are substantially dif-
ferent from those in the training set. In contrast, our method
does not use manual or estimated landmarks, operating di-
rectly on patient-specific image intensities.

Camera pose regression. Pose estimation can also be for-
mulated as a supervised regression problem [13, 35]. Prior
work has focused on regressing parameterizations of ro-
tations that have been shown to introduce discontinuities
in the representation space, e.g. Euler angles and quater-
nions [57]. In point cloud registration, higher-dimensional
parameterizations of SO(3) have been proposed that do not
suffer from this issue [32, 40, 57]. We investigate these pa-
rameterizations in the context of 2D/3D image registration.

Self-supervision. Augmenting training data with synthet-
ically generated X-rays helps overcome the small clinical
sample sizes when training landmark extractors [17, 28, 46]
and pose regressors [35, 56]. While generating synthetic
data for PnP registration pretraining still requires manual
annotations of landmarks on each new CT, rendered X-rays
come with ground truth camera poses for free. Typically,
a finite number of synthetic X-rays is generated for pre-
training [35, 56], failing to address the central limitation of
CNN-based pose regression: as CNN-based pose regressors
perform pose estimation through memorization of the train-
ing set [44], we use a fast differentiable X-ray renderer to
generate unlimited synthetic training data.
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Synthetic X-ray rendered from preoperative CT at a random pose Architecture for synthetic pretraining (blue) and test-time optimization (orange)
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Figure 2. DiffPose setup. Left: Camera poses are sampled via random perturbations from the isocenter pose Tiso. Right: An encoder is
trained to regress the pose of a synthetic X-ray using a combination of image similarity and SE(3)-geodesic losses. At inference, the pose
of a real intraoperative X-ray is estimated by the encoder and iteratively refined using test-time optimization with differentiable rendering.

3. Preliminaries
Let V : R3 ! R represent a 3D anatomical structure and
I : R2 ! R represent a 2D X-ray of V taken at an unknown
camera pose T 2 SE(3). These functions are related by the
projection operator P(T) : V ! I, which models X-ray
image formation using a pinhole camera whose intrinsic pa-
rameters are known. Given I and V, the goal of 2D/3D
registration is to estimate the unknown pose T.

Differentiable rendering of synthetic X-rays. We ren-
der synthetic X-rays via a physics-based simulation of the
image formation model. Specifically, we model the lin-
ear attenuation of X-rays in tissue and ignore second-order
effects such as scattering and beam hardening [48]. Let
r(↵) = s+↵(p� s) be a ray cast from the radiation source
s 2 R3 to a pixel p 2 R3 on the imaging plane, where the
spatial location of p relative to s is given by the known in-
trinsic parameters of the imaging system (e.g. focal length).
As r travels through the anatomic volume V, it loses inten-
sity proportional to the linear attenuation coefficient V(x)
of every point x 2 R3 along its path. Assuming the ray
has initial intensity I0, its attenuated intensity once it has
reached p is given by the Beer-Lambert law [49]:

I(p) = I0 exp
⇣
�

Z

x2r
V(x) dx

⌘
(1)

= I0 exp
⇣
�

Z 1

0
V
�
r(↵)

�
kr0(↵)k d↵

⌘
(2)

= I0 exp
�
� Iµ(p)

�
, (3)

where Iµ(p) , kp � sk
R 1
0 V

�
s + ↵(p � s)

�
d↵ is pro-

portional to the total energy absorbed by V. We model the
line integral in Eq. (3) by approximating V with a discrete
3D CT volume (i.e. a voxel grid of linear attenuation coef-
ficients). The discrete line integral is computed as in [47]:

kp� sk
M�1X

m=1

V


r

✓
↵m+1 + ↵m

2

◆�
(↵m+1 � ↵m), (4)

where ↵m parameterizes the locations where r intersects
one of the orthogonal planes comprising the CT volume and
M is the number of such intersections. For a pixel grid
P 2 Rn⇥3 that forms the imaging plane, we can transform
P and s by a rigid transformation T 2 SE(3) and render
synthetic X-rays from any camera pose, i.e. I = P(T) �V.
The rendering equation (4) can be implemented as a series
of vectorized tensor operations [22], enabling the rendering
of synthetic X-rays that are differentiable with respect to T.

Lie theory of SE(3). SE(3) is the Lie group of all rigid
transformations in 3D. T 2 SE(3) comprises a rotation
R(') 2 SO(3) and a translation t 2 R3, where ' 2 Rd is
a Euclidean parameterization of SO(3). Classical parame-
terizations such as the axis-angle representation (d = 3),
Euler angles (d = 3), and quaternions (d = 4) suffer
from degeneracies that can make pose estimation difficult,
such as Gimbal lock or discontinuities in the representation
space [57]. This has motivated the development of several
higher-dimensional (d > 5) alternatives with theoretical ad-
vantages [32, 40, 57]. Instead of parameterizing rotations
and translations separately, we propose performing 2D/3D
registration directly in the Lie algebra se(3), which is iso-
morphic to R3 ⇥ R3 and jointly represents an axis-angle
rotation about a translation vector [38]. We find that pose
estimation and gradient-based optimization are most accu-
rate when performed in se(3). Further, we leverage the Lie
algebra to define geodesic losses for training pose regres-
sion CNNs and to parameterize random distributions over
SE(3). Appendix A summarizes the relevant Lie theory.

4. Methods

Let I be the set of X-ray images (both synthetic and real).
Let E : I ! Rd ⇥ R3 be an encoder network that maps an
X-ray to a Euclidean parameterization of its camera pose.
For every parameterization, there exists a surjective map-
ping g : Rd ⇥ R3 ! SE(3). E.g., for se(3), g(·) = exp(·).
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Let P be a differentiable renderer that generates synthetic
X-rays from a CT volume at any camera pose T 2 SE(3).
We implement E as a convolutional neural network and P
using DiffDRR [22] such that the entire 2D/3D registration
framework is end-to-end differentiable (Figure 2).

4.1. Training Pose Estimation Networks
Sampling synthetic X-ray poses. The dimensions and
voxel spacing of a given CT volume depend on the pa-
tient’s anatomy, the type of surgery, and the imaging equip-
ment available at the given hospital. Therefore, instead
of sampling random camera poses in absolute coordinates,
we sample random perturbations relative to the patient’s
isocenter pose Tiso. The isocenter is defined as the pos-
teroanterior (PA) view where the camera is pointed directly
at the patient (i.e. Riso = I). The isocenter translation is
tiso = (bx�x, by�y, bz�z)/2 where (bx, by, bz) are the
number of voxels in each dimension of the CT volume and
(�x,�y,�z) are the spacings of each voxel in millimeters
per voxel. We sample the three rotational and three transla-
tional parameters of se(3) from normal distributions defined
with sufficient variance to capture wide perturbations from
the isocenter. Applying the exponential map to samples
from the Lie algebra yields the perturbation �T 2 SE(3).
The random camera pose is then T = �T �Tiso.

Synthetic pose regression pretraining. After a preopera-
tive CT scan has been obtained for a patient who will un-
dergo surgery, we begin training E . The training data con-
sists solely of synthetic X-rays generated from the patient’s
preoperative CT at random camera poses. Given a randomly
sampled camera pose T 2 SE(3), we render the associ-
ated synthetic X-ray I = P(T) � V. From this image, we
estimate the perturbation �T̂ , E(I), construct the esti-
mated pose T̂ = �T̂�Tiso, and render the predicted X-ray
Î = P(T̂) �V. We optimize the weights of E using a com-
bination of geodesic losses on SE(3) between T̂ and T and
image-based losses on Î and I.

4.2. Registration Losses
Geodesic pose regression losses. We use the geodesic dis-
tance between the estimated and ground truth camera poses
as a regression loss when training E . Given two rotation
matrices RA,RB 2 SO(3), the angular distance between
their axes of rotation is

d✓(RA,RB) = arccos

✓
trace(RT

A
RB)� 1

2

◆
(5)

= k log(RT

A
RB)k, (6)

where log(·) is the logarithm map on SO(3) [26]. Using
the logarithm map on SE(3), this generalizes to a geodesic
loss function on camera poses TA,TB 2 SE(3):

Llog(TA,TB) = k log(T�1
A

TB)k. (7)

We can also formulate a geodesic distance on SE(3) with
units of length. Using the camera’s focal length f , we con-
vert the angular distance in Eq. (5) to an arc length:

d✓(RA,RB ; f) =
f

2
d✓(RA,RB). (8)

When combined with the Euclidean distance on the trans-
lations dt(tA, tB) = ktA � tBk, this yields the double
geodesic loss on SE(3) [15]:

Lgeo(TA,TB ; f) =
q
d
2
✓
(RA,RB ; f)+d

2
t
(tA, tB). (9)

Multiscale NCC. Global normalized cross correlation
(NCC) is a widely-used metric used to quantify the simi-
larity between two images IA and IB :

NCC(IA, IB) =
1

NM

NX

i=1

MX

j=1

ZA[i, j]ZB [i, j], (10)

where Z = (I� µ(I))/�(I) is an N ⇥M image normal-
ized by its pixel-wise mean and standard deviation. Alterna-
tively, Eq. (10) can be evaluated on overlapping patches of
IA and IB to capture local correlations in small regions [6].
When it successfully converges, we find the best registra-
tion accuracy achieved by local NCC is an order of mag-
nitude better than global NCC. However, the metric is also
more unstable and frequently guides the test-time optimizer
to a poor quality solution. Instead, we find averaging NCC
over multiple patch sizes, a generalization known as mul-
tiscale NCC (LmNCC), to be both more accurate and more
numerically stable. This image similarity metric consis-
tently achieves sub-millimeter registration accuracy while
successfully converging more reliably than local NCC. Sec-
tion 5 and Appendix B provide evaluations and visualiza-
tions of multiple image losses for this application.

Composite pretraining loss. We train E using the follow-
ing loss function (�1 and �2 are hyperparameters):

�LmNCC(I, Î) + �1Llog(T, T̂) + �2Lgeo(T, T̂). (11)

Sparse differentiable rendering. Evaluating NCC across
multiple scales is computationally expensive. We accelerate
this calculation by estimating multiscale NCC with sparse
rendering. Using the activations of the encoder E , we iden-
tify important regions of the image. During test-time opti-
mization, we use the activation map to sample random sub-
sets of image patches to render. In addition to estimating lo-
cal NCC with this small number of patches, we can also es-
timate global NCC without additional rendering cost. This
is achieved by evaluating Eq. (10) with the sparse subset of
rendered pixels. Visualizations and speed benchmarks for
sparse multiscale NCC are provided in the Appendix C.
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Figure 3. Sample renders. Raw X-rays are preprocessed to match
the image formation model in [22]. Difference maps between in-
traoperative X-rays and renderings from a preoperative CT visual-
ize domain shift between real and synthetic images. In Row 2, the
left femur moves between acquisition of preoperative and intraop-
erative images; in Rows 3 and 4, 3D volumes do not capture the
smallest cranial blood vessels [33], so they cannot be rendered.

4.3. Test-Time Optimization

At test time (i.e. during the surgery), the model is applied to
real X-rays for which the ground truth pose T is unknown.
Given a real X-ray I acquired intraoperatively, the encoder
estimates the underlying pose T̂. Despite training on a mas-
sive amount of synthetic data, this pose estimate often does
not achieve optimal alignment on real images. Further re-
fining this initial pose estimate with intensity-based regis-
tration decreases registration error by orders of magnitude.
To perform test-time optimization, we render the synthetic
X-ray Î = P(T̂) �V and compute an image-based simi-
larity metric between the real and synthetic X-rays. Since
P is differentiable, we can use gradient-based optimization
to update T̂ such that the similarity between I and Î is in-
creased. Note that gradient updates occur in the Euclidean
representation space R3 ⇥ R3 such that the estimated pose
remains on the SE(3) manifold.

4.4. Landmark-Based Evaluation

We evaluate performance with mean Target Registration Er-
ror (mTRE), an independent measurement of registration
accuracy at important anatomical landmarks. For each CT
volume, the open-source datasets we use in our experiments
predefine a set of m 3D anatomical landmarks M 2 R3⇥m.

Since the intrinsic matrix K 2 R3⇥3 of each imaging sys-
tem used in these studies is known, we can calculate the
perspective projection of M for any camera pose. mTRE
is defined as the average distance between the projections
given by the ground truth and estimated camera poses:

mTRE(T, T̂) =
1

m
kK([R | t]� [R̂ | t̂])MkF . (12)

Since we never use landmark supervision for training or
test-time optimization, mTRE is an independent metric of
registration accuracy. Following guidelines from the Amer-
ican Association of Physicists in Medicine (AAPM) [11],
a registration is successful if mTRE  1 mm. We report a
sub-millimeter success rate (SMSR) for all experiments.

4.5. Implementation Details
Pretraining. We used a ResNet18 backbone to implement
the encoder E . Extracted features were processed by two
fully connected layers, which regressed the rotational (R3)
and translational (R3) components of the pose, respectively.
For each CT scan, a patient-specific E was trained from
scratch using synthetic X-ray images rendered on the fly.
The Adam optimizer with warm-up was used with a max-
imal learning rate of 1⇥ 10�3 and a cosine learning rate
scheduler. As both the rendering of synthetic X-rays and
CNN regression were performed on the same device, we
were limited to batch sizes of eight 256⇥ 256 images on an
A6000 GPU, leading us to replace batch normalization with
group normalization [55]. E was trained on 1,000,000 syn-
thetic images, which took approximately 12 hours. Lastly,
we set �1 = �2 = 10�2 in Eq. (11) and used multiscale
NCC with patch sizes 13 and 256 (i.e. the whole image).

Test-time optimization. Test-time optimization was per-
formed to refine the initial pose estimate. We used sparse
multiscale NCC with 100 patches and a patch size of 13 as
the image-based loss function and parameterized the space
of poses with se(3). Gradient-based pose updates were per-
formed using the Adam optimizer with a learning rate of
7.5⇥ 10�3 on the rotational components of se(3) and a
learning rate of 7.5⇥ 100 on the translational components
of se(3) for 250 iterations. Additionally, a step learning rate
decay at a factor of 0.9 was applied every 25 iterations.

5. Experiments
5.1. Datasets
We perform an in-depth analysis of two public datasets
that provide calibrated camera poses and expert annotations
used for evaluation. We first evaluate our method using
the DeepFluoro dataset, an open-source collection of pelvic
X-rays and CTs from six cadavers [25]. For each subject,
there is one CT scan and between 24-111 X-rays for a to-
tal of six CTs and 366 X-rays. For each X-ray, the ground
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Figure 4. Quantitative evaluation. Evaluation of different registration methods on the DeepFluoro dataset via mTRE. A method success-
fully registered an X-ray if the final mTRE was less than one millimeter (red line). DiffPose is the only method that consistently achieves
sub-millimeter mTRE, outperforming fully supervised methods (PoseNet and PnP-Regularizer). Note that the y-axis is on a log-scale.

truth extrinsic matrix is provided. The X-ray imaging sys-
tem is also calibrated, i.e. its intrinsic matrix is known. To
demonstrate the difficulty in adapting existing registration
methods to new surgical procedures, we also perform eval-
uations on the Ljubljana dataset [41], a clinical dataset con-
sisting of 2D and 3D X-ray angiography images from 10
patients undergoing neurovascular surgery. Each patient
has two 2D X-rays and one 3D volume with accompany-
ing ground truth extrinsic and intrinsic camera matrices. To
demonstrate generality across surgical domains, we focus
our ablations on the DeepFluoro dataset and do not change
hyperparameters or modeling decisions for the Ljubljana
dataset. Importantly, we note that sample sizes are gener-
ally low in real 2D/3D surgical datasets due to the difficulty
of acquiring expert annotations with calibrated poses in sur-
gical settings, limiting the utility of supervised methods.

Raw images acquired intraoperatively measure X-ray at-
tenuation. To match our physics-based differentiable ren-
derer, we converted these to X-ray absorption images by
inverting Eq. (1), yielding Iµ(p) = log I0 � log I(p). We
estimate the rays’ initial intensity as I0 = max I(r), where
the max is taken over all images in the dataset (i.e. the pixel
with maximum intensity corresponds to an X-ray that inter-
sected no anatomy and therefore experienced zero attenua-
tion). Additionally, we cropped the attenuation images by
50 pixels on each side to remove the effect of the collima-
tor. Finally, log transforming yields the absorption image.
Raw attenuation X-rays, preprocessed absorption X-rays,
and synthetic X-rays rendered from a preoperative CT at
the ground truth camera pose are shown in Figure 3.

Unlike many datasets used to evaluate previous 2D/3D
registration methods, the CTs in the DeepFluoro and

Ljubljana datasets are not reconstructed from the acquired
X-rays. This makes our registration problem more challeng-
ing because the subject can move between the acquisition
of the preoperative and intraoperative images, meaning the
2D X-rays are no longer directly embedded in the 3D CT
scan. Testing on datasets with independent and physically-
acquired 2D and 3D modalities avoids test set leakage dur-
ing evaluation and directly simulates the clinical use case.

5.2. Baseline Methods
An evaluation of multiple existing 2D/3D registration ap-
proaches was conducted. We first compare the proposed
method against PoseNet [29], a supervised pose regression
algorithm. We evaluate PoseNet using leave-one-subject-
out cross-validation, training a new model for each subset of
five subjects. We also include two unsupervised intensity-
based registration methods: xReg [24] and DiffDRR [22].
Initialized at a PA pose, xReg uses a multi-stage gradient-
free optimization routine and a patch-based image-gradient
NCC similarity metric [23]. DiffDRR was initialized at the
same PA pose as xReg. We evaluated DiffDRR using the
same learning rates and image-based loss function as our
test-time optimization. Finally, we compare against two
PnP registration methods [25]. In the first approach (PnP),
a U-Net is trained to extract landmarks from 2D X-rays,
again using a leave-one-subject-out approach. These land-
marks are used with a PnP solver to predict the camera pose,
which can be subject to poor initialization especially if less
than four landmarks are visible in the 2D image [25]. A
more robust approach, PnP-Regularizer, uses the detected
landmarks to formulate a regularizer on potential camera
poses, effectively optimizing estimated mTRE (12).
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Figure 5. Qualitative visualizations. Top: Renderings at the final pose estimates produced by different registration methods. Correspon-
dences are drawn between true landmarks (blue) and estimated landmarks (orange). Bottom: To compare geometric alignment and not
appearance, error maps are computed as the difference between the X-rays rendered at the ground truth pose and the final pose estimate.

5.3. Results
DeepFluoro dataset. Figure 4 reports the mTRE statistics
for each subject and in aggregate for DeepFluoro. Sub-
millimeter success rates across baselines are summarized
in Table 1. Our encoder’s estimates were within 10 mm of
the true pose for 80% of test cases, a commonly used cut-
off for successful registration [21], but only achieved sub-
millimeter mTRE on 1% of test cases (Table 2). Refining
the initial pose with test-time optimization was thus critical
to achieving successful registration, leading to 87% of test
cases achieving sub-millimeter mTRE across all subjects.

As subjects are not registered to a common reference
frame and there is a limited number of X-rays, a purely
supervised pose regressor (PoseNet [29]) incurs large er-
ror. Traditional gradient-free optimization (xReg [24])
is able to successfully recover the poses of some X-rays
but frequently converges to suboptimal minima. The
gradient-based approach (DiffDRR [22]) is more robust
than gradient-free methods, but not to a surgically viable

Table 1. Baseline comparisons. Sub-millimeter success rate
(SMSR) and runtime statistics for DeepFluoro subjects. Meth-
ods are classified by registration strategy: unsupervised intensity-
based (I), supervised landmark-based (L), and pose regression (R).

I L R SMSR " Time (s) #
PoseNet [29] X 00% N/A
xReg [24] X 20% 1.3 ± 1.9
DiffDRR (mNCC) [22] X 37% 7.5 ± 5.9
PnP [25] X 01% N/A
PnP-Regularizer [25] X X 69% 1.1 ± 1.6
DiffPose (Ours) X X 87% 2.2 ± 1.2

degree. Taken together, xReg and DiffDRR show that test-
time optimization alone is insufficient for accurate intra-
operative 2D/3D registration. PnP methods provide better
initial pose estimates on average, but their accuracy dimin-
ishes when only a few landmarks are present in the 2D im-
age. When combined with xReg, PnP-Regularizer success-
fully registered 69% of test X-rays with high inter-subject
variability: on Subjects 3, 4, and 6, DiffPose consistently
achieves sub-millimeter accuracy while PnP-Regularizer’s
median mTRE is around 10 mm. Inter-subject variability
arises from out-of-distribution failures when the pose or ap-
pearance of a particular X-ray does not match the training
set, demonstrating the need for patient-specific methods.
Visual comparisons are shown in Figure 5.

Ground Truth DiffDRR DiffPose (Ours)

X-
ray

Er
ror

 M
ap

423.0 mm 0.2 mm

Figure 6. External dataset validation. Using modeling decisions
from a pelvic dataset, DiffPose demonstrates high registration ac-
curacy on blood vessels in the brain. Top: Renders at final pose
estimates with associated mTRE. Bottom: Error maps between
X-rays rendered at the estimated and ground truth poses.
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Table 2. Test time-optimization and pose regression loss ablations.

SMSR " mTRE (mm) #
DiffPose (Ours) 87% 0.9 ± 2.8
Remove test-time opt. (TTOpt) 1% 5.4 ± 4.3
Remove TTOpt and LmNCC 0% 8.3 ± 4.7
Remove TTOpt, Lgeo, and Llog 0% 18.1 ± 4.9
Remove TTOpt and use L2 0% 35.5 ± 10.4

Ljubljana dataset. Certain baselines are not applicable
to the Ljubljana dataset. PnP-based methods cannot be
trained as there are no segmentation masks with which to
estimate landmarks, and the small sample size (20 X-rays)
precludes training an accurate PoseNet. However, as our
method does not require any labeled training data, we train
patient-specific pose regression networks. We compared
to DiffDRR [22] initialized at a PA pose and found that
DiffPose achieved a median mTRE of 0.2 ± 10.6 mm (85%
SMSR) as compared to DiffDRR’s 263.7 ± 193.9 mm (25%
SMSR). Qualitative results are visualized in Figure 6. The
high performance of DiffPose on the neurovasculature, a
highly distinct surgical domain, demonstrates its generaliz-
ability across patients and anatomical structures.

5.4. Ablation Studies

Choice of pretraining loss. Table 2 compares our compos-
ite loss (11) to isolated image (Row 3) and geodesic losses
(Row 4), as well as an L2 loss on Euler angles (Row 5).
All models were trained with the same number of synthetic
images. We find that combining image and geodesic losses
produces the most accurate model (Row 2).

Choice of SE(3) parameterization. Table 3 compares op-
timizing camera poses directly in se(3) to more conven-
tional parameterizations that treat rotational and transla-
tional components as independent. Despite previously re-
ported deficiencies of Euler angles and quaternions in other
contexts [40, 57], they are the most performant parameteri-
zations after the proposed se(3) for 2D/3D registration.

Table 3. Comparison of different parameterizations of SE(3) for
test-time optimization with identical initialization.

SMSR " mTRE (mm) #
se(3) (Ours) 87% 0.9 ± 2.8
Axis-angle ⇥ R3 75% 1.1 ± 4.6
Euler angles ⇥ R3 83% 1.0 ± 3.2
Quaternion ⇥ R3 83% 1.0 ± 3.7
Rotation6D [57] ⇥ R3 83% 1.0 ± 3.2
Rotation10D [40] ⇥ R3 81% 1.5 ± 4.8
Quaternion Adjugate [32] ⇥ R3 77% 3.5 ± 9.7

Table 4. Image similarity loss comparisons. All rows correspond
to test time optimization with identical pretrained initialization.

SMSR " mTRE (mm) #
Sparse mNCC (Ours) 87% 0.9 ± 2.8
Global NCC 27% 4.4 ± 5.2
Local NCC [6] 81% 1.7 ± 5.2
Gradient NCC [23] 09% 13.3 ± 5.2
SSIM 01% 13.4 ± 7.8
MSE 00% 30.8 ± 15.8
MAE 00% 28.4 ± 14.1

Choice of image similarity metric. Table 4 compares
sparse multiscale NCC (mNCC) to previously described
loss functions for 2D/3D rigid registration. Local NCC [6]
performs competitively but has high variance, demonstrat-
ing the instability of the loss. Using mNCC, which averages
global and local NCC, stabilizes the variance and results in
the highest success rate (see Appendices B and C).

6. Discussion

Limitations and future work. DiffPose estimates a single
rigid transformation between pre- and intraoperative scans,
precluding direct application to deformable target struc-
tures. Fortunately, our core contributions can be extended to
estimate piecewise rigid transformations (e.g. one transform
per rigid anatomical component), which can be aggregated
to model arbitrary deformations [5]. Further, DiffPose uses
per-subject training (analogous to NeRF [36]), which may
be too slow for emergency surgeries that do not allow for
hours-long pretraining. We expect that our pose regression
networks can be well-initialized by first training on a dataset
of preregistered CT scans and synthetic X-rays, and then
rapidly fine-tuning on a new subject in a few iterations of
our patient-specific pretraining task (e.g. with MAML [18]).

Conclusion. Intraoperative 2D/3D registration holds im-
mense promise that has as yet been unfulfilled due to a high
rate of registration failure and dependence on expert super-
vision. We present DiffPose, the first intraoperative 2D/3D
registration framework that is sub-millimeter accurate with-
out using any surgically impractical supervision. DiffPose
demonstrated strong performance relative to current meth-
ods while retaining surgically relevant runtime, thus en-
abling successful applications to intraoperative pelvic and
neurovascular procedures and many more surgical domains.
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