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Figure 1. In-Context Matting. This novel task setting for image matting enables automatic natural image matting of target images of a
certain object category conditioned on a reference image of the same category, with user-provided priors such as masks and scribbles on
the reference image only. Notice that, our approach exhibits remarkable cross-domain matting quality.

Abstract

We introduce in-context matting, a novel task setting of
image matting. Given a reference image of a certain fore-
ground and guided priors such as points, scribbles, and
masks, in-context matting enables automatic alpha estima-
tion on a batch of target images of the same foreground cat-
egory, without additional auxiliary input. This setting mar-
ries good performance in auxiliary input-based matting and
ease of use in automatic matting, which finds a good trade-
off between customization and automation. To overcome the
key challenge of accurate foreground matching, we intro-
duce IconMatting, an in-context matting model built upon
a pre-trained text-to-image diffusion model. Conditioned
on inter- and intra-similarity matching, IconMatting can
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make full use of reference context to generate accurate tar-
get alpha mattes. To benchmark the task, we also intro-
duce a novel testing dataset ICM-57, covering 57 groups
of real-world images. Quantitative and qualitative results
on the ICM-57 testing set show that IconMatting rivals the
accuracy of trimap-based matting while retaining the au-
tomation level akin to automatic matting. Code is avail-
able at https://github.com/tiny-smart/in-
context-matting.

1. Introduction
Image matting has been a long-standing problem in vision
and graphics [3]. It typically requires estimating an accurate
alpha matte by solving a so-called matting equation

I = αF + (1− α)B , (1)

This CVPR paper is the Open Access version, provided by the Computer Vision Foundation.
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3711



where I is the 3-channel RGB image, F , B, and α are the
3-channel foreground, the 3-channel background, and the
1-channel alpha matte. The matting equation, however, is
highly ill-posed, due to the need to infer 7 unknowns from
3 observations.

Prior art has come up with different ways to reduce un-
certainties in matting such as using trimaps [7, 16, 18–
20, 32, 38], scribbles [39], or a even known background [17,
29]. These approaches are given the name auxiliary input-
based matting [14] in modern matting literature. Indeed,
these matting models, particularly trimap-based ones, have
achieved remarkable accuracy. They are in some way user-
unfriendly as an auxiliary input should be provided with
each image in practice, which significantly harms matting
efficiency and user experience. Recently another stream
of work attempts to abandon any auxiliary input com-
pletely and forms a new paradigm called automatic mat-
ting [4, 9, 11, 12, 21, 31, 43]. Despite their inherent ad-
vantages, these automatic matting models are narrowed to
specific object categories, such as humans [4, 9, 21, 31],
animals [12], and salient objects [11, 43]. This can render
poor generalization in natural scenes, infeasibility to tackle
general object categories, and unawareness of foreground
of interest.

Hence, there seems an obvious gap between accuracy
and efficiency and between customization and automation.
An interesting question is that: Can the auxiliary input-
based matting be optimized to enhance the efficiency, while
also maintaining guidance for matting targets with suffi-
cient automation, thereby harmonizing the two existing mat-
ting paradigms?

In this paper, we introduce in-context matting, a novel
task setting of image matting, where a reference input can
provide guidance for a batch of target images with simi-
lar foregrounds. The alpha mattes of the target batch are
predicted by leveraging the contextual information from the
reference input. Fig. 1 provides an example, where a cat
marked in the reference image enables the extraction of cats
from all target images, regardless of the background or do-
main. This novel task setting relieves users from providing
auxiliary input for each image. Instead, by specifying the
matting target only in a single reference image, the alpha
mattes of the entire batch images could be predicted. Given
the reference guidance, in-context matting can also gather
sufficient contextual information, leading to higher accu-
racy and adaptability than fully automatic matting. This
setting therefore combines the most notable features of au-
tomatic and auxiliary input-based matting, finding a good
trade-off between them.

Technically, we confront a primary challenge inherent to
in-context matting, i.e., how to leverage the reference input
to accurately identify the corresponding target foreground.
While SegGPT [35] has explored image segmentation with

contextual information, its in-context coloring framework is
not suitable for image matting. In this work, we approach
this challenge as a problem of region-to-region matching.
In particular, recent advances [22, 26, 30] in generative dif-
fusion models have demonstrated emergent capabilities in
discriminative tasks like segmentation [37] and correspon-
dence [33]. Given that our region-to-region matching is
an inherent aspect of correspondence, and noting the par-
allels between image segmentation and image matting, we
explore the applicability of pretrained diffusion models for
in-context matting.

We therefore introduce IconMatting, a model based on
the pre-trained Stable Diffusion model [26], specialized for
in-context matting. Given a reference image along with
its corresponding foreground of interest as context, the tar-
get alpha matte could be inferred by exploiting the feature
correspondence from Stable Diffusion such that the target
foreground is matched conditioned on the correspondence.
However, the matching is often sparse and insufficient to
represent the entire target area. To address this, the intra-
image similarity, based on the self-attention maps of Stable
Diffusion, is additionally used to supplement the missing
parts. By leveraging both inter- and intra-image similari-
ties, informative guidance of the matting target would be
acquired. Finally, any off-the-shelf matting heads can be
used to predict the alpha matte.

Since the task setting is different from existing mat-
ting benchmarks, we introduce a new testing dataset named
ICM-57 to offer a broad and thorough validation of in-
context matting. This dataset encompasses 57 contextually-
aligned image groups; each comprising images in the real
world and has either the same category or the same instance
of different views, thereby encompassing a rich variety of
in-context scenarios, which ensures a comprehensive test of
a model to tackle various context.

Through extensive experiments on the ICM-57 and
AIM-500 [10] datasets, we showcase the potential of in-
context matting and IconMatting. The results indicate that
IconMatting, while retaining the automation level akin to
automatic matting, rivals the accuracy of trimap-based mat-
ting, underscoring the value of in-context matting as a
promising direction for image matting.

Our contributions include:

• We introduce in-context matting, a novel task setting of
image matting that takes advantages of both automatic
and auxiliary input-based matting;

• IconMatting: an effective in-context matting model based
on Stable Diffusion.

• ICM-57: a novel dataset and the evaluation framework
for in-context matting.
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2. Related Work
We review work related to image matting and in-context
learning in vision.

Image Matting. Image matting approaches can be
coarsely categorized into auxiliary input-based matting and
automatic matting. Auxiliary input-based matting requires
user input. The user input can be in the form of a
trimap [7, 16, 18, 19, 32, 38], scribbles [39], a background
image [17, 29], a coarse mask [23, 42], or even a text
description [15]. Despite their effectiveness, they require
significant manual effort to provide the auxiliary inputs.
Automatic matting [4, 10, 12, 24, 43] predicts the alpha
matte without any user intervention. They typically assume
salient or certain foregrounds that are implicitly defined by
the training dataset. The network structures used in auto-
matic matting can be divided into two groups: one-stage
network with global guidance [24] and parallel multi-task
network [10, 31]. Some recent work has also introduced
transformer structures into automatic matting [21]. While
both auxiliary input-based and automatic matting have been
studied comprehensively, a paradigm that combines the ef-
ficiency of automatic matting and the precision of auxiliary
input-based matting has not yet been explored. We fill this
gap with in-context matting.

In-Context Learning in Vision. In-context learning, ini-
tially a concept in natural language processing [5], is now
made popular in computer vision. It allows models to fast
adapt to a variety of tasks with minimal examples.

Bar et al. [2] first proposes an in-context learning frame-
work using inpainting with discrete tokens on figures and
infographics from vision articles, demonstrating applica-
tions in foreground segmentation, single object detection,
and colorization. Painter [34] adopts masked image model-
ing to perform in-context learning with supervised datasets,
achieving highly competitive results on seven diverse tasks.
More recently, SegGPT [35], which segments everything in
context by unifying different segmentation tasks into an in-
context coloring framework. Prompt Diffusion [6] presents
a diffusion-based generative framework to enable in-context
learning across various tasks. Additionally, Flamingo [1], a
family of visual language models, shows rapid adaptation
to a variety of image and video tasks with few-shot learn-
ing capabilities. These models showcase the potential of
in-context learning in addressing diverse vision tasks.

The concept of in-context learning, while being transfor-
mative in other areas, has not yet impacted the field of im-
age matting. Although SegGPT achieves in-context image
segmentation but is limited to coarse levels, lacking in semi-
transparency handling. Our IconMatting first introduces in-
context learning into image matting, enhancing both the ef-
ficiency of auxiliary input-based matting and the precision
of automatic matting.

Task setting auto
auto with
ref-input

real-world
generalization #ref-input

Aux ✗ ✗ good #images
Auto ✓ - poor zero
In-context ✗ ✓ good one

Table 1. Comparison between in-context matting and two ex-
isting image matting paradigms. “Aux” and “Auto” are abbre-
viations for auxiliary input-based matting and automatic matting,
respectively. In-context matting requires only a single reference
input to achieve the automation of automatic matting and the gen-
eralizability of auxiliary input-based matting.

Our work is also related to image co-segmentation [27].
This task aims to segment common objects within a pair
of contextual images. However, unlike in-context matting,
where users can specify the matting target, co-segmentation
operates without user input, predicting rough binary masks
delineating common objects across image pairs.

3. In-Context Matting with Diffusion Models
We begin with the problem setup, then present our proposed
in-context matting model, i.e., IconMatting.

3.1. Problem Setup

The objective of in-context matting is to extract the alpha
mattes {αi}N of a specified foreground category from a
collection of input images {Ii}N . Through user interac-
tion, the matting target is indicated by a reference image
Ir and a corresponding binary region of interest (RoI) map
MRoI. The RoI map can take the form of a mask, scribbles,
or points as exemplified in Fig. 1. Notably, the reference
image can either be a part of the input collection or an en-
tirely separate image. When the input image collection has
only a single image, users can treat that image as the ref-
erence image. In this case, in-context matting degenerates
into image matting guided by user interaction.

Given {Ii}N and (Ir,MRoI), in-context matting is for-
mulated as predicting the alpha matte {αi}N in {Ii}N of
the matting targets informed by (Ir,MRoI). In the context
of in-context matting, when provided with a reference input,
it becomes an automatic matting system targeted towards
a specific foreground. The comparison between in-context
matting and existing task settings for image matting is de-
tailed in Table 1.

3.2. Overall Architecture

Here we first present the overall framework of IconMatting.
As shown in Fig. 2, IconMatting is comprised of three com-
ponents: a feature extractor, an in-context similarity mod-
ule, and a matting head.

The feature extractor is responsible for obtaining the RoI
features from the reference image, the features and self-
attention maps from the target image. They are then fed into
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Figure 2. IconMatting integrates a Stable Diffusion-derived feature extractor, an in-context similarity module, and a matting head. It
processes a target image It, a reference image Ir , and an RoI map MRoI . Both reference and target image features and target self-attention
maps are extracted and used. In-context similarity uses the in-context query from the reference image to create a guidance map, which,
combined with self-attention maps, assists in locating the target object. The matting head finally generates the target alpha matte.

the in-context similarity module, the core of the framework.
The module further consists of inter- and intra-similarity
sub-modules: the former leverages the reference RoI fea-
tures as an in-context query to derive a guidance map from
the target features; the latter integrates the guidance map
with multi-scale self-attention maps to obtain guidance for
the matting head. Finally, the matting head uses this synthe-
sized guiding information and the target features to generate
the alpha matte of the target image.

3.3. In-Context Feature Extractor

Backbone Selection. As outlined in Section 1, we con-
ceptualize the core challenge of in-context matting – lever-
aging the reference context to accurately identify the tar-
get foreground – as a region-to-region matching problem.
Therefore, if the features derived from a backbone natu-
rally possess correspondence capabilities, referred to as in-
context features, they would facilitate the implementation of
in-context matting. Tang et al. [33] have found that the text-
to-image generative model, Stable Diffusion [26], trained
on large-scale text-image paired datasets, exhibit emerge-
nent capabilities for both geometric and semantic corre-
spondence. It can perform point-to-point correspondence
between images across instances, classes, and even domains
with simple cosine similarity. Inspired by this observation,
we leverage Stable Diffusion as a feature extractor to imple-
ment in-context matting.

Preliminary on Stable Diffusion. Recent advances in
diffusion models, e.g., Stable Diffusion [26], have shown
impressive results in both generative and discriminative
tasks. Being a feature extractor, Stable Diffusion encodes

an image x0 into a latent space, denoted by z0, which,
through a noise process defined by {αt}T , transforms into
zt =

√
αtz0 + (

√
1− αt)ε, where ε ∼ N (0, I) is the

randomly-sampled noise. The latent representation zt un-
dergoes forward propagation in a U-Net fθ, generating
multi-scale features {Fl}L and self-attention maps {Al}L,
which can later be exploited for downstream tasks. Icon-
Matting uses the capabilities of Stable Diffusion and both
reference and target images to extract multi-scale features
and self-attention maps to enhance feature representation.

3.4. In-Context Similarity

In-context similarity plays a key role in our model, because
the quality of inferred alpha mattes highly depends on the
output of this module. In particular, the in-context sim-
ilarity module is designed to identify the potential target
foreground taking the reference RoI into account, thereby
guiding the prediction of the target alpha matte. Accord-
ing to our observations, both the reference-target similarity
and target-target similarity matter for locating the potential
target foreground. These correspond to the proposed inter-
similarity and intra-similarity sub-modules.

Observation. The core challenge in in-context matting is
a semantic correspondence problem. Given Stable Diffu-
sion being the feature extractor, one can associate points
of the foreground areas between the reference and target
images using the emergent feature correspondence. How-
ever, due to the inherent reference-target foreground differ-
ence, a rigorous one-to-one mapping of all points between
the two areas is unfeasible. There would always be some
unmatched outliers, resulting in holes in the matting target
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Figure 3. Observations on the inter- and intra similarities.

area of the target image, as illustrated in Fig. 3.
Since only a subset of points are matched, the goal is

changed to how to expand these matched points to cover
the entire target foreground area. To address this, we look
for other points sharing similar semantic meaning with this
subset of points. Intra-image similarity is therefore consid-
ered. Intuitively, the self-attention maps from Stable Diffu-
sion reflect the similarities between different image patches.
As shown in Fig. 3, by randomly sampling a small number
of points from the target area and simply summing over the
corresponding self-attention maps, the whole target fore-
ground can be revealed. Based on this observation, we use
the self-attention maps as intra-image information to sup-
plement the inter-image matching results.

Inter-Similarity. Formally, given features {Fr
l }L and

{F t
l }L extracted from the reference image Ir and the tar-

get image It, respectively, the layer with the best corre-
spondence capability is selected following DIFT [33], de-
noted by Fr

inter for the reference and F t
inter for the target.

Then, features corresponding to the RoI MRoI in Fr
inter are

extracted and formulated as the in-context query {Qk}K ,
where K is the length of the query. Qk takes the form

Qk = R (k) , (2)

R = Fr
inter ⊙MRoI , (3)

where ⊙ is the element-wise product and R (k) denotes the
k-th non-zero element of R. Further, {Qk}K is used to
compute similarity with F t

inter, identifying regions on It
that correspond to the RoI of Ir, formulated as

Sk = softmax(
Qk · F t

inter
T

√
d

) . (4)

The similarity map is denoted by {Sk}K , and the mean
of all such similarity maps yields S, which measures the

degree of similarity between different locations on It and
the RoI in Ir, serving as the first intermediate output of in-
context similarity.

Intra-Similarity. As noted in our observations (Fig. 3), S
is typically sparse. Although the target matting region on
It is partially covered by S, it is insufficient to guide al-
pha prediction. Here we further design the intra-similarity
sub-module to leverage the internal similarity within It to
propagate S into a more precise representation of the RoI
on It. During feature extraction of It, self-attention maps
{Al}L representing its internal similarity are also retained,
serving as the input for intra-similarity. This sub-module
uses S as a weight to the self-attention maps, thereby gen-
erating guiding information that accurately represents the
matting target on It, denoted by {S ′

l}L. Mathematically,
the intra-similarity matching is expressed by

S
′

l = Al ⊙ S . (5)

3.5. Matting Head

The success of ViTMatte [40] implies that the information
of original image is important during decoding. Following
this practice, in our matting head, the original image is con-
catenated and decoded with outputs from previous modules.

The guidance map from the in-context similarity module
and the intra-features from the backbone are merged and re-
fined using a convolutional feature fusion block, including a
series of convolution, normalization, and activation layers.
The output multi-scale in-context features are progressively
merged using a series of fusion layers which comprise up-
sampling, concatenation, convolution, normalization, and
activation layers. Then, following ViTMatte [40], details
from the original image are extracted and combined with
the merged feature in a detail decoder, enhancing the de-
tails of alpha matte. This matting head effectively melds
contextual information with original image details, yielding
the generation of a highly precise and refined alpha matte.

3.6. Reference-Prompt Extension

In addition to the mask prompts, points and scribbles
can also be transformed into RoI masks. However, these
prompts yield less comprehensive in-context queries com-
pared with mask prompts. To enhance them, we propose
an extension of reference prompt to enrich the in-context
queries derived from point and scribble prompts.

Since the self-attention maps from the backbone reflect
the similarities across regions, we leverage the attention
maps of the reference images to expand the RoI mask. This
is achieved by including regions in the attention maps that
are similar to the prompt locations. Specifically, for each
prompt point, the top m points with the highest responses
in their corresponding attention maps are integrated into the
RoI mask additionally, thus enriching the in-context query.
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Figure 4. ICM-57 examples. The dataset encompasses fore-
ground subjects including human, animals, plants, and various
common objects. It contains both instances from the same cate-
gory and the same entity.

4. Results and Discussion

4.1. Datasets

To facilitate in-context matting, we establish a hybrid train-
ing set, along with a test set, ICM-57. The existing AIM-
500 dataset was also reorganized to meet the testing re-
quirements of in-context matting. In particular, in-context
matting requires to organize images into groups where the
annotated foregrounds share categories or instances. Such
organization allows for random selection of reference and
target images within groups during training. In the test set,
one or more images in each group are designated as refer-
ence images.

Mixing In-Context Training Sets. We selected the RM-
1K dataset [36]. However, such a dataset was insuffi-
cient for training. Therefore, a subset of the Open Images
dataset [8], focusing on image segmentation, was also em-
ployed. The two formed a mixed training set tailored to
in-context matting. Both datasets were reorganized.

For the RM-1K dataset, we divided it into 222 groups.
A subset of 14, 000 images from the Open Images dataset
were chosen as well. In the original dataset, each image
came with one or more annotations for image segmenta-
tion; each corresponds to an object instance. We aggregated
these annotations by category, ensuring that the annotations
include all instances of the corresponding category. They
subsequently formed context groups that met the require-
ments of in-context matting. As a result, a mixed training
set of 15, 000 images and 450 groups was created.

ICM-57 Testing Set. To assess the performance of our
model, we constructed the first testing dataset for in-
context matting, named ICM-57, which comprises 57 image
groups that form various real-world contexts. This dataset
was created by using the instance-segmented dreambooth
dataset [28], to which we supplemented high-precision al-
pha matte annotations. Additionally, we reviewed the ex-
isting AIM-500 dataset, selected a subset, and categorized
these into groups according to their classes to supplement
the in-category groups. Examples of the testing set are
shown in Fig 4.

AIM-500. We also report performance on the AIM-500
dataset [10]. This enables us to compare our matting model
with other public matting results on this dataset.

4.2. Implementation Details

Architecture. We employ the U-Net architecture from
Stable Diffusion v2-1-v [26]. For feature extraction, the
time step of the diffusion process is set to t = 0 by default,
with an empty string used for conditional input. U-Net has
11 decoder blocks; we extract feature maps from the 5-th,
8-th, and 11-th blocks as the intra-features and ones from
the 5-th block as the inter-features.

Training Details. We employ distinct loss functions for
matting and segmentation, respectively. For matting, we
use a combination of ℓ1 loss, Laplacian loss, and Gradi-
ent loss. For segmentation, we only use the ℓ1 loss. To
leverage the segmentation dataset while reducing the im-
pact of imprecise edge annotations, we adopt the approach
from HIM [31] that only backpropagates the loss from the
confident areas.

During training, the learning rate is set to 0.0004 and the
batch size is 8. The input images are randomly cropped to a
size of 768× 768 pixels. To prevent deviation from the pre-
trained model space in modeling real images, no additional
data augmentation is used. We train IconMatting for 20, 000
iterations using the AdamW optimizer.

Evaluation. We employ the four widely used matting
metrics: SAD, MSE, Grad and Conn [25]. Lower values
imply higher-quality mattes. In particular, MSE is scaled
by a factor of 1× 10−3.

To reduce randomness, each method is tested for three
rounds, where the metrics were averaged. For each group
of images, the reference inputs were fixed and consistently
used. This minimizes the variations in reference inputs, al-
lowing for a more scientific and reliable assessment.

4.3. Main Results

Comparison with In-Context Segmentation Models.
To explore the effectiveness and superiority of our model,
we selected SegGPT [35] and SEEM [45], which also op-
erates under in-context learning, as baselines in the image
segmentation domain. From Table 2, on the ICM-57 and
AIM-500 datasets, under the same experimental setup (one
mask per group of images), our model significantly outper-
forms the baselines across all metrics.

It is important to note that due to their distinct task set-
ting (i.e., segmentation rather than matting), the lack of
high-quality annotations (e.g., alpha mattes) and the meth-
ods (i.e., mask classification rather than alpha matte regres-
sion), most of these models have overlooked pixel-level
text-semantic alignment and are unable to produce fine-
grained masks, as illustrated in Fig. 5.
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SegGPT OursAIM MatAny ICMP GTImage Ref-input

Figure 5. Qualitative results of different image matting methods. Our method can predict the alpha matte of the matting target specified
by the reference input, offering notable prediction accuracy while avoiding interference from unrelated foreground elements.

Method ICM-57 AIM
MSE SAD GRAD CONN MSE SAD GRAD CONN

SegGPT 0.0198 38.81 28.61 18.61 0.0391 42.65 41.95 26.69
SEEM 0.0292 64.28 37.54 23.64 0.0425 114.23 74.51 74.32
Ours 0.0081 19.12 18.65 11.21 0.0062 18.65 15.51 10.98

Table 2. Comparison with in-context segmentation models.

Comparison with Automatic and Auxiliary Input-Based
Matting Models. We further compare the performance
of our IconMatting with both automatic and auxiliary
input-based matting models on the ICM-57 and AIM-500
datasets. Automatic matting methods such as LF [44]
and AIM [10] lack specific auxiliary information about the
matting target, often produce poor alpha mattes, showing
a significant performance gap compared with our model.
MGM [42] and MGMiW [23] use a mask for each image as
auxiliary input to specify the matting target. Although our
method simplifies this by requiring only one mask per group
of images, it still outperforms MGM in various metrics. Vit-
Matte [40], a trimap-based image matting method, neces-
sitates manually annotating a trimap for the foreground of
each image, making it the performance upper bound for our
in-context matting. Nevertheless, the performance of Icon-
Matting is on par with VitMatte, underscoring its efficacy
and competitiveness in image matting.

Comparison with Interactive Matting Models. Re-
cently, with the advent of SAM, some researchers have de-
signed interactive matting models, such as MatAny [41]
and MAM [13], based on this generic image segmenta-
tion model. Inspired by this, we also designed an In-

Context Matting Pipeline (ICMP) with three stages: cor-
respondence, segmentation, and matting, serving as one of
the baselines. ICMP is a combination of existing models,
with details available in supplementary materials.

For MatAny and MAM, we compare them under three
types of interactions: points, scribbles, and masks. On
the ICM-57 testing dataset, both baselines receive interac-
tion information for each image within a group, whereas
IconMatting only receive interaction information from one
image in the group to indicate the matting target. De-
spite reducing the amount of human interaction, IconMat-
ting achieves slightly better performance over the baselines.

Limited by the interaction modalities in ICMP, our
model is only compared with it under the point interaction
setting. Our end-to-end model outperforms the combined
ICMP. In ICMP, the cues for the matting target degrade to
points during the correspondence phase of the pipeline, of-
ten resulting in sparse information, making our end-to-end
approach more effective.

4.4. Ablation Study

Different Modules. To validate different modules, we
conducted ablation studies in Table 5. Among the four
components, the presence or absence of inter- and intra-
similarity plays a crucial role in performance. Without
intra-similarity, the performance of the model significantly
worsens across all four metrics. If both inter- and intra-
similarity are absent, the model degenerates to directly pre-
dicting the alpha matte from the image, losing the infor-
mation source for the specified matting target, and thus the
performance markedly deteriorates.
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Method Guidance
ICM-57 AIM

MSE SAD GRAD CONN MSE SAD GRAD CONN

MGM 1 mask per image 0.0341 84.25 61.84 30.21 0.0268 71.91 23.37 21.97
VitMatte 1 trimap per image 0.0030 16.16 14.28 11.14 0.0038 18.79 14.22 12.47
MGMiW 1 mask per image – – – – 0.0030 16.72 14.68 12.02

LF auto 0.0811 205.68 69.53 195.63 0.0667 191.74 64.51 181.26
AIM auto 0.0265 65.07 55.56 25.74 0.0183 48.09 47.58 21.74

Ours 1 mask per group of images 0.0081 19.12 18.65 11.21 0.0062 18.65 15.51 10.98

Table 3. Comparison with automatic and auxiliary input-based matting models.

Method In-context
Point Scribble Mask

MSE SAD MSE SAD MSE SAD

MatAny ✗ 0.0651 129.67 0.0512 115.21 0.0412 95.26
MAM ✗ 0.0149 41.23 0.0141 40.23 0.0109 29.65
ICMP ✓ 0.0112 39.65 – – – –
Ours* ✗ 0.0061 15.28 0.0059 15.97 0.0029 15.28
Ours ✓ 0.0124 23.21 0.0105 24.56 0.0081 19.12

Table 4. Comparison with interactive matting models. In the
penultimate row, our method is provided with guidance informa-
tion for every image, reducing to an auxiliary input-based method.
Our method outperforms automatic methods and some of the aux-
iliary input-based methods, and its performance is comparable to
that of the trimap-based method, VitMatte.

INTER INTRA MF SD MSE SAD GRAD CONN

✓ ✓ ✓ ✓ 0.0081 19.12 18.65 11.21
✓ ✗ ✓ ✓ 0.0099 24.15 20.36 12.11
✗ ✗ ✓ ✓ 0.0315 40.32 31.56 19.53
✓ ✓ ✗ ✓ 0.0054 23.69 21.96 14.52
✓ ✓ ✓ ✗ 0.0071 18.56 19.54 12.61

Table 5. Ablation study on different modules. INTER, INTRA,
MF, and SD respectively stand for inter-similarity, intra-similarity,
multi-scale features, and segmentation dataset.

Number of Reference Inputs. Intuitively, the more refer-
ence inputs there are, the more likely the model is to identify
the corresponding matting target. We explored the impact
of the number of reference inputs on the performance of
our model, as shown in Table. 6. On ICM-57 test set, the
performance improves as the number of reference inputs in-
creases; however, the improvement almost ceases when the
number of reference inputs increases from 3 to 4. Therefore,
we can conclude that appropriately increasing the number
of reference inputs can enhance model performance, which
is consistent with intuition.

4.5. Extension to Video Object Matting

The technique of in-context matting is easily extendable to
video object matting. The key is to use a frame of the video
as a reference. For example, an object is marked in the first

#Reference MSE SAD GRAD CONN
1 0.0085 19.58 19.14 12.61
2 0.0075 16.57 18.52 11.15
3 0.0070 15.48 17.56 10.56
4 0.0068 15.23 17.02 10.28

Table 6. Ablation study on the number of reference inputs.

Figure 6. Extension to video object matting.

frame of a video, which serves as a reference input and all
frames of the video are treated as target images. With this
setup, the model for in-context matting can predict the alpha
matte for each frame of the video, visualized in Fig. 6.

5. Conclusion

In this work, we introduce ‘in-context matting’, which en-
ables automatic matting of foreground of interest on target
images given a reference image and its prompt. We in-
troduce IconMatting as a preliminary solution. Extensive
experiments have shown its efficacy and robustness across
categories and scenes. Being the first work introducing this
task, we believe it opens new possibilities for efficient and
accurate image matting while reducing user effort, also en-
hancing the versatility of image matting techniques.
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