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Abstract

Applying a pre-trained large model to downstream tasks
is prohibitive under resource-constrained conditions. Re-
cent dominant approaches for addressing efficiency issues
involve adding a few learnable parameters to the fixed
backbone model. This strategy, however, leads to more
challenges in loading large models for downstream fine-
tuning with limited resources. In this paper, we propose a
novel method for increasing the parameter efficiency of pre-
trained models by introducing an intermediate pre-training
stage. To this end, we first employ low-rank approximation
to compress the original large model and then devise a fea-
ture distillation module and a weight perturbation regular-
ization module. These modules are specifically designed to
enhance the low-rank model. In particular, we update only
the low-rank model while freezing the backbone parameters
during pre-training. This allows for direct and efficient uti-
lization of the low-rank model for downstream fine-tuning
tasks. The proposed method achieves both efficiencies in
terms of required parameters and computation time while
maintaining comparable results with minimal modifications
to the backbone architecture. Specifically, when applied
to three vision-only and one vision-language Transformer
models, our approach often demonstrates a merely ∼0.6
point decrease in performance while reducing the original
parameter size by 1/3 to 2/3. We release our code at link.

1. Introduction

Pre-training a large model and fine-tuning it at hand has
become a de facto paradigm in diverse research fields [9,
10, 60]. While significant performance has been achieved,
building such models often compromises increased memory
usage and longer training time. Despite these challenges,
recent advances in the appreciation of the scaling law [28]
and emergent abilities [62] of language pre-training have
further fueled practitioners’ interest in developing and uti-
lizing large models.

As it is usually prohibitive to deploy these models for
downstream tasks, recent studies have resorted to bypass-
ing the fine-tuning of the entire model. Typical approaches
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Figure 1. Overview and performance of our proposed PELA
method. Left: Using PELA, we compress the trainable weights
of a typical ViT model while preserving its overall architecture.
Right: Comparison of the Original and our PELA w.r.t relative
model size and accuracy metric on three pre-trained Transformers.

often introduce a few more learnable parameters to the
backbone model while freezing the rest, e.g., adapter [52]
and prompt tuning [25] add tunable parameters to the mid-
dle and peripheral token positions of Transformers, respec-
tively. However, this approach inevitably leads to the fol-
lowing two disadvantages. First, the potential of pre-trained
large models is not fully exploited as the majority of pa-
rameters are not tuned with downstream task objectives.
Second, loading the pre-trained model becomes even more
burdensome for researchers with limited resources. In con-
trast, conventional methods such as knowledge distillation
(KD) [20, 21, 51] and quantization [7, 23] can partially al-
leviate this issue. Yet, there is currently no established ap-
proach for constructing a high-performing student model of
KD and non-differentiable operators of quantization usually
make it less feasible to perform back-propagation.

This paper targets developing a highly parameter-
efficient approach to help downstream task fine-tuning,
as illustrated in Fig. 1. By parameter-efficiency, we re-
fer to a compressed model with reduced-size (e.g., 2×
smaller), easy-to-implement, computationally-efficient, and
minimal-architectural-change merits. Our method offers a
pre-trained compressed model that downstream tasks can
directly perform fine-tuning on, in contrast to previous ap-
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proaches such as LoRA [22], adapter [52], and prompt tun-
ing [25]. In particular, this method is specially designed to
address the over-parameterization problem [1], where we
resort to the low-rank approximation to replace the pre-
trained weight matrix in each matrix multiplication oper-
ation with two low-rank matrices. By this means, the origi-
nal model size and fine-tuning time are both fairly reduced.
However, using this naive approach to perform fine-tuning
yields less satisfactory outcomes (refer to Sec. 4.4). We at-
tribute this fact to two reasons: Directly decomposition with
low-rank approximation cannot effectively learn instance-
level discriminative representations; and the intermediate
feature distribution is perturbed after this operation, result-
ing in sub-optimal performance.

In order to approach this problem, we propose fully tak-
ing advantage of the pre-trained model via two modules.
The implementation involves two parallel model branches:
one consists of the pre-trained model with fixed parameters
during pre-training, while the other is the low-rank model
with tunable parameters. Based upon this framework, our
first module distills the feature knowledge from the large
pre-trained model to our compressed low-rank model in
terms of each Transformer layer. The other module helps
bind the weight change within a pre-defined perturbation
radius. These two modules help the low-rank model mimic
the feature distribution of the large pre-trained model,
thereby enhancing its discrimination capability. During
fine-tuning, we simply use the low-rank model as a replace-
ment for the original large one to achieve parameter and
computational efficiency for downstream tasks.

As far as we know, the literature on achieving a desirable
efficiency-effectiveness trade-off by using low-rank approx-
imation on pre-trained Transformer weights is quite limited.
We apply our method to three vision-only Transformers i.e.,
DeiT [55], DeiT-III-Large [57] and SwinT [40], with 1/2
to 2/3 of the original model parameters; and one vision-
language Transformer – ALBEF [34] where the parameter
size is reduced to 1/3 of the original model. We then con-
duct extensive experiments on a range of downstream tasks,
including image classification, semantic segmentation, and
object detection for the vision-only Transformers; Visual
entailment, visual grounding, cross-modal retrieval, and
visual question answering for the vision-language Trans-
former. Our approach achieves performance that is highly
comparable to the backbone model, with differences mostly
around 0.6 points, despite using only 1/3 to 2/3 of the orig-
inal FLOPs. In addition, this parameter-efficiency benefit
further enables the model to scale with larger batch sizes,
leading to improved performance that sometimes even out-
performs backbones.

2. Related Work

2.1. Parameter-Efficient Learning

Efficiency has long been an engaging problem in a variety
of research areas [27, 50]. After stepping into the deep rep-
resentation learning era, the progressive improvements in
our community often trade with a large number of model
parameters, latency, and footprints [42, 59]. With this con-
cern, previous efforts have been mainly devoted to three
distinctive directions: knowledge distillation (KD), quan-
tization, and pruning. Deemed as a principled model com-
pression algorithm, early KD aims to transfer the knowl-
edge from a cumbersome teacher model to a lightweight
student model via class logit alignment [21, 47]. Recent
focus has been shifted to feature-based knowledge transfer
due to its performance advantage over conventional logit-
based ones [20, 26, 46, 70]. For example, [26, 51] dis-
till the knowledge from hidden states and attention matri-
ces, which on the other hand, can also bypass the logit-free
training objectives. However, choosing features from which
layers to align remains challenging as there is no teacher-
student layer match from a theoretical basis. Quantization,
from another angle of efficient learning, maps larger bit pa-
rameters to smaller ones, e.g., 32-bit floating point to an
8-bit integer [45]. This kind of method is not dependent
on the model structures, which makes it flexible in various
neural networks [7, 23, 37]. The key downside lies in its
performance reduction and possible infeasibility for back-
propagation. Different from the above two categories, prun-
ing is leveraged to remove unnecessary or less important
components in models [59]. By removing some connec-
tions [66] or parameters [30], the original dense network
reduces to a sparse one, in which the required capacity for
storage as well as the amount of computations will dwindle.

Transformer-based approaches have succeeded in di-
verse research domains since their introduction [9, 58].
These models often involve billions of parameters, which
consequently, motivates some specific methods working on
addressing the parameter-efficiency problem [31]. The typ-
ical strategy is to add a few learnable parameters while
freezing the majority of the Transformer backbone during
downstream training. For instance, prompt tuning appends
some task-specific parameters into the input space [25];
Adapter models introduce several learnable MLP compo-
nents into each Transformer layer [52]; and fine-tuning bias
only has also been proven effective for maintaining good
performance of large language models [73].

2.2. Low-Rank Approximation

Low-rank approximation aims to decompose one matrix
into two smaller matrices, subject to the constraint that the
resulting matrices have reduced rank [48, 49]. One key
merit of this algorithm is data compression, whereby previ-
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ous work has applied it to principal component analysis [43]
and recommendation [13, 19].

Pertaining to Convolutional Neural Networks (CNNs),
some approaches apply the low-rank approximation to each
feature map via higher-order tensor decomposition [12,
53, 74]. Dynamically decomposing trainable matrices
has also attracted much attention [67, 69, 71]. Some
more studies explored other aspects of low-rank approxi-
mation, such as rank learning [24], constrained optimiza-
tion [33], and employing it specifically in token embedding
matirx [5, 31] or self-attention computation in Transform-
ers [61]. LoRA [22] models the residual of parameters with
low-rank approximation, wherein only the newly decom-
posed matrices are exploited for downstream training and
it thus achieves significantly reduced trainable parameters.
Despite its benefits, the LoRA approach still has limitations,
as it necessitates the storage and reloading of large pre-
trained weights in hard disk and GPU memory, respectively.
In other words, only the newly introduced trainable param-
eters that are of a smaller magnitude compared to the full
parameters are updated for fine-tuning, making it similar to
adapters [15, 52] and prompt tuning [25]. Unlike existing
approaches, our method uses low-rank approximation dur-
ing pre-training to entirely replace the pre-trained weights
with reduced low-rank matrices. As a result, we achieve
both memory and computational efficiency goals for down-
stream fine-tuning tasks.

3. Method

Transformers have grown into a fundamental building block
of many modern vision models [10, 18]. Take the seminal
Vision Transformer (ViT) as an example. ViT first divides
an RGB image I ∈ R3×H×W into M×M non-overlapping
patches. Together with a class token, these image patches
are thereafter fed into N layers with self-attention as the
basic operation. To this end, a set of query, key, and value
matrices are transformed from the patch embedding to to-
ken features X ∈ R(M2+1)×d, where d denotes the embed-
ding size, followed by several feedforward layers and resid-
ual connections. At their core lies the fully connected layer,
which is often wrapped in the attention score estimation and
MLP operations - WTX+b, where W ∈ Rdin×dout is the
learnable weight matrix and b ∈ Rdout denotes the bias,
and din = d for the first layer.

3.1. Low-rank Approximation

Over-parameterization is a common issue in modern large
models [1]. In this work, we aim to address this prob-
lem by reducing the number of model parameters. In-
spired by the success of low-rank approximation in other
domains [12, 53], we propose to apply this technique di-
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Figure 2. Performance comparison of three models and statistics
of the instance-level feature similarity. Left: We use the DeiT
model as the baseline and show the performance of its directly
low-rank approximation and PELA variants. The middle and right
sub-figures illustrate the instance-level feature similarity of DeiT
and directly low-rank model variants, respectively.

rectly to the matrix multiplication operations in ViT,

WTX ≈ (UVT )TX

= V(UTX),
(1)

where U ∈ Rdin×dlr and V ∈ Rdout×dlr are low-rank
matrices, and dlr represents the desired rank of W. Note
that the weight matrices in a deep learning model are of-
ten with full-rank, i.e., rank(W) = min(din, dout). Un-
der such conditions, we seek approximately equal the orig-
inal matrix and deliberately choose a smaller dlr, e.g.,
1
4min(din, dout). The second equation constantly holds in
neural networks due to the natural associative law. This
property allows us to achieve computational efficiency
without needing to recover the original weight matrix W
after applying the low-rank approximation. We utilize the
well-known SVD approach [32] to perform the low-rank ap-
proximation as,

SVD(WT ) = U∗ΣV∗, (2)

where Σ ∈ Rdin×dout is a rectangular diagonal matrix with
non-negative real numbers on the diagonal, and the singu-
lar values are sorted in a monotonously decreasing order;
U∗ ∈ Rdin×din and V∗ ∈ Rdout×dout are complex unitary
matrices. We then formalize the low-rank matrices using
the following transformation,U = U∗

[:,:dlr]
Σ

1
2

[:dlr,:dlr]
,

V = (Σ
1
2

[:dlr,:dlr]
V∗

[:dlr,:]
)T ,

(3)

where [:, : dlr] implies we truncate the given matrix with the
top-dlr columns and other truncation operations can also be
easily deduced.
Preliminary observation. We apply this low-rank approx-
imation to the fully connected layers of pre-trained mod-
els. Unfortunately, this process delivers less desirable re-
sults, e.g., the accuracy drops from 81% to 61% as seen in
Fig. 2. This indicates that the compressed low-rank model
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Figure 3. Overview of our proposed PELA and pipeline comparison with existing methods. (a) We leverage a typical ViT model as the
base for the illustration of our method. The two involved modules, i.e., Feature Distillation aligns the token features in an apple-to-apple
fashion of each layer, and Regularized Weight Perturbation bounds the recovered weight matrices. During fine-tuning on downstream
tasks, existing approaches use both the fixed pre-trained model weights and the newly added parameters (b). In contrast, our PELA keeps
only the low-rank model while excluding the large pre-trained model for efficient computation (c).

does not effectively learn instance-level discriminative rep-
resentation. Moreover, we found that the learned features
after low rank are confined in a narrow feature space. In par-
ticular, the right two subfigures in Fig. 2 demonstrate that
the feature similarity of each class of the low-rank model is
drastically higher than before.

To overcome this, we propose to take full advantage of
the large pre-trained model and harness it to guide the train-
ing of the low-rank model. Specifically, as shown in Fig. 3,
we first perform low-rank approximation on the pre-trained
model and retain both models. The parameters of the large
pre-trained model are frozen while we train only the low-
rank model. Our method further involves two modules: fea-
ture distillation to align features between these two mod-
els, regularized weight perturbation to constrain the affin-
ity of the recovered matrix and original matrix. We name
this method PELA, dubbed Parameter-Efficient models for
Low-rank Approximation. To the best of our knowledge,
there is limited research on constructing an effective low-
rank model based on pre-trained Transformers. Therefore,
we aim to address this gap by investigating the potential of
low-rank approximation to achieve an optimal efficiency-
effectiveness trade-off.

3.2. Feature Distillation

As highlighted in the previous sub-section, the low-rank
approximation can alter the feature distribution of the
pre-trained model. To address this problem, we resort
to feature-based knowledge distillation, which has been
proven effective in aligning the features between mod-
els [46]. Nevertheless, the low-rank compression is per-

formed on each matrix multiplication operation, rather than
specific Transformer blocks or layers. Directly distill-
ing knowledge from all the output features of the original
model leads to more clutter as some low-rank compression
is already wrapped within the self-attention computation.
Thanks to the layer-wise residual connection of Transform-
ers, we employ a compromise in this work – simply align-
ing the token features of each layer. From a general view
of typical Transformer models, the feature distillation loss
is defined as follows,

Lfd =

N∑
i=1

D(Ms(X
i
s),Mt(X

i
t)),

=
1

2N

N∑
i=1

∥ Ms(X
i
s)−Mt(X

i
t) ∥2,

(4)

where Xi
s and Xi

t denote the i-th layer token features of
the compressed low-rank model and original model, respec-
tively; M is a transformation that transfers the feature to
the target feature space and we employ identity mapping in
our implementation. In this way, the output features from
each ViT layer of the low-rank model are expected to share
a similar distribution with that of the corresponding large
pre-trained model.
An alternative view from knowledge distillation. Re-
cent studies have shown that feature-based knowledge dis-
tillation significantly outperforms conventional logit-based
one [20]. Nonetheless, how to design a student model
and transfer the knowledge from the teacher model remains
challenging as it is rather difficult to define teacher-student
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feature matching. Our method offers a neat solution to this
problem due to the following two reasons: 1) Unlike pre-
vious approaches (e.g., [26, 51] manually removing cer-
tain layers), the low-rank approximation is effortless and
straightforward to compress the cumbersome teacher model
to a lightweight student model. 2) There exists a natural cor-
respondence between the teacher model and student model
as we have not excessively altered the model architectures.

3.3. Regularized Weight Perturbation

An ideal low-rank approximation is to learn an approximat-
ing matrix of the original one subject to a reduced rank con-
straint. This leads to an efficiency-effectiveness dilemma
– A larger rank corresponds to a lower reconstruction er-
ror and vice versa. Intuitively, we associate the matrix re-
construction with that of weight perturbation, which is rel-
atively new as opposed to the feature/input perturbation ro-
bustness problem [63]. As a result, a smaller rank in our
method, from the other angle, can be seen as more weight
perturbations. To reduce the negative influence of these per-
turbed parameters, we use the l∞-norm for constraining the
reconstruction error,{

∥ Ŵ(k) −W(k) ∥∞≤ ϵ,

Ŵ(k) = U(k)(V(k))T ,∀k ∈ [K]
(5)

where ϵ represents the perturbation radius, W(k) is the orig-
inal weight matrix, and [K] denotes the weight index set.
Given ϵ, preserving the neural network robustness against
weight perturbation can be cast as the following optimiza-
tion problem [63],

Lrwp =

|[K]|∑
k=1

(∥ Ŵ(k) −W(k) ∥∞ −ϵ). (6)

3.4. Training

The above two modules enable us to capture the compelling
discriminative capability of large pre-trained models. To
obtain a compact low-rank model, we comprehensively
consider the objectives from both the base pre-training and
our proposed two modules,

L = Lbase + αLfd + βLrwp, (7)

where α and β are loss weight hyper-parameters and Lbase

is the loss functions of the original pre-training tasks. It
can be the classification loss of a typical ViT, or vision-text
matching and masked language modeling losses of a vision-
language model. We then optimize our model on the same
datasets as the pre-trained model, such as ImageNet [8].

After this intermediate pre-training stage, our low-rank
model is smoothly deployed for downstream fine-tuning
since the model architecture is rarely altered. In contrast to

existing methods such as prompt tuning [25], adapters [52],
and LoRA [22], which require both the large pre-trained
model and the fine-tuning parameters, we only keep the
low-rank model for efficient inference and parameter usage
(see Fig. 3 for a visual comparison).

3.5. Complexity Analysis

Before analyzing the complexity of our method, we first
let dlr = 1

κ
din×dout

din+dout
, where κ is a positive number and

we name it compression ratio. We choose to use a uni-
versal compression ratio for all the matrix multiplication
operations for simplicity while leaving the exploration of
dynamic ratios for different layers as future work.

Let us consider the case where κ = 2 and a single
patch feature x ∈ Rdin for downstream fine-tuning. Recall
Eqn. 1, the original matrix multiplication takes O(din ×
dout) to operate. However, with our PELA method, this
time complexity reduces to O((din + dout) × dlr) =
1
2O(din × dout)

1. Similarly, as the majority operation in
existing Transformers is matrix multiplication (excluding
some very few layer normalization parameters and bias pa-
rameters), the model size thus also roughly halves from
its original scale. This is why our method is significantly
different from other recent efficient approaches such as
LoRA [22], where the overall model size in fact increases.

4. Experiments
4.1. Common Efficient Learning Baselines

We evaluated our PELA against four efficient baselines:
TinyBERT [26] and MaskAlign [68] from the feature-
based knowledge distillation group; ToMe [2] - a recent
strong vision token pruning approach; and LoRA [22],
which is a widely used parameter-efficient transfer learning
baseline. However, we excluded some experiments due to
certain incompatibilities, such as using ToMe for the Swin
model and for the visual grounding task.

4.2. Experiments on Vision-Only Models

4.2.1 Baseline Models and Results

We applied our method to the widely used DeiT-Base [55]
and Swin-Base [40] models. To ensure comprehensive cov-
erage, we also selected DeiT-III-Large [57] which is larger
in model size and requires much longer training time. The
compression ratio is 1/2 and 1/3 for the DeiT models and
Swin, respectively. After the low-rank approximation, we
trained our model on the ImageNet-1k dataset [8] and eval-
uated it on the corresponding validation set, and report the
results in Table 1. As expected, the model parameters and
FLOPs for inference are significantly reduced according to

1We refer this reduced complexity only to the matrix multiplication
since we do not optimize other operations such as attention computation.
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Table 1. Model performance of image classification on ImageNet-
1K [8] with 224x224 resolution. The parameters and FLOPs are
estimated during inference.

Method Params(M) GFLOPs Acc(%)

ViT-Base [10] 86.6 35.1 77.9
CrossViT-B [4] 105.0 40.3 82.2

T2T-ViT-24 [72] 64.1 25.5 82.3
RegNetY-16G [44] 83.6 31.9 82.9

DeiT

Base [55] 86.6 33.7 81.8

TinyBert [26] 44.2 17.3 78.0
MaskAlign [68] 44.2 17.3 78.2

ToMe [2] 86.6 16.5 76.4
PELA 44.1 17.0 81.0

Swin-Base

Base [40] 87.8 30.3 83.5

TinyBert [26] 58.6 20.6 78.8
MaskAlign [68] 58.6 20.6 79.1

PELA 62.2 21.3 82.5

DeiT-III-Large

Base [57] 304.4 119.4 84.9

TinyBert [26] 156.8 61.5 79.2
MaskAlign [68] 156.8 61.5 79.5

PELA 153.2 59.8 83.9

Table 2. Model performance of semantic segmentation on the
ADE20K dataset [76] with UperNet [64].

Backbone Params(M) GFLOPs mIoU

ResNet-101 [16] 85.5 689 44.9
PatchConvNet-B60 [56] 141.0 1,258 48.1

MAE ViT-B [18] 163.9 2,343 48.1

DeiT

Base [55] 121.4 320.4 45.0
LoRA [22] 124.8 331.1 40.6

TinyBert [26] 79.0 214.5 36.4
MaskAlign [68] 79.0 214.5 36.8

PELA 78.9 203.4 43.2

Swin-Base

Base [40] 121.3 798.6 47.7
LoRA [22] 124.7 822.6 44.2

TinyBert [26] 92.1 721.4 40.0
MaskAlign [68] 92.1 721.4 39.6

PELA 79.3 685.3 47.2

DeiT-III-Large

Base [57] 428.4 1,155 47.0
LoRA [22] 440.4 1,190 44.7

TinyBert [26] 280.8 784 38.1
MaskAlign [68] 280.8 784 38.4

PELA 277.2 739 45.6

each respective compression ratio. On the flip side, the
dropped accuracy of the two base models is 0.8% and 1.0%,
respectively. Even for the relatively larger model DeiT-III-
Large, our method only trades 1.0% accuracy with half of
the parameters and FLOPs. Moreover, our PELA surpasses
other efficient learning baselines by a notable margin.

4.2.2 Downstream Tasks and Results

After the backbones are pre-trained on the ImageNet
dataset, as per prior studies [16, 18], we further evaluated
the model performance on downstream semantic segmenta-
tion and object detection tasks.

The results are presented in Table 2 and Table 3, which

Table 3. Model performance of object detection on the MSCOCO
dataset [38] with Cascade Mask RCNN [3, 17].

Backbone Params(M) GFLOPs APbox

ResNet-50 [16] 77.3 411.0 46.3
ResNeXt-101-32 [65] 96.0 546.1 48.1

Swin-Base

Base [40] 145.0 1,501 50.1
LoRA [22] 149.0 1,547 46.1

TinyBert [26] 115.8 1,302 41.1
MaskAlign [68] 115.8 1,302 41.1

PELA 103.0 1,232 49.0

illustrate the effectiveness of our method in performing
semantic segmentation and object detection tasks, respec-
tively. While our approach benefits from the reduced
memory and computation requirements, the involvement
of downstream frameworks and heads limits the extent to
which these benefits can be realized when compared to
vanilla classification. For instance, the reduced FLOPs
for Swin-Base on object detection in Table 3 are 18% as
compared to the previous 30% in Table 1. Nevertheless,
our approach still performs comparably with each respec-
tive model, demonstrating its effectiveness in balancing the
trade-off between efficiency and accuracy. Notably, our
PELA significantly outperforms LoRA in terms of both
model performance and model size.

4.3. Experiments on Vision-Language Model

4.3.1 Baseline Model and Downstream VL Tasks

Traditional visual-language pre-training approaches [6, 54]
frequently utilized pre-extracted CNN features for image
representation, often requiring precise bounding box an-
notations. In contrast, ALBEF [34] leverages ViT for vi-
sual feature extraction during pre-training and has exhib-
ited exceptional performance across a variety of VL tasks.
Therefore, we chose ALBEF as our evaluation testbed to
assess the effectiveness of our method. Furthermore, the
all-in Transformer nature of ALBEF enabled us to effort-
lessly achieve more compression. In this context, we used
1/3 of the parameters of the original ALBEF model.

We utilized four downstream vision-language tasks in
this work, including Image-Text Retrieval, SNLI-VE, VG,
and VQA [14]. A detailed introduction to these tasks can be
found in the supplementary material. For the experiments,
we strictly followed the implementation of ALBEF except
for reducing the batch size due to resource constraints.

4.3.2 Overall Results

The results on these downstream tasks are reported in Ta-
ble 4, 5, and 6. From these tables, we have the follow-
ing three important observations. 1) The recent approach
ALBEF [34] has demonstrated significant performance im-
provements over conventional methods like LXMERT [54]
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Table 4. Performance comparison of text retrieval (TR) and image Retrieval (IR) on the Flickr30K and MSCOCO datasets.

Dataset Model Params TFLOPs TR IR

R@1 R@5 R@10 R@1 R@5 R@10

Flickr30K

UNITER [6] 110 0.37 87.3 98.0 99.2 75.6 94.1 96.8
VILLA [11] 110 - 87.9 97.5 98.8 76.3 94.2 96.8

ALBEF

Base [34] 419 7.41 93.4 99.5 99.6 80.6 95.8 98.0
LoRA [22] 431 7.49 92.1 99.2 99.0 80.2 95.6 97.7

TinyBERT [26] 230 4.66 57.6 82.8 89.9 40.8 70.6 79.4
MaskAlign [68] 230 4.66 59.0 84.2 90.9 41.1 70.4 80.5

ToMe [2] 419 2.61 74.8 92.6 96.4 62.0 86.2 91.5
PELA 173 2.58 91.6 99.3 99.6 79.7 94.8 97.5

MSCOCO

UNITER [6] 110 0.37 65.7 88.6 93.8 52.9 79.9 88.0
OSCAR [36] 110 - 70.0 91.1 95.5 54.0 80.8 88.5

ALBEF

Base [34] 419 7.41 72.6 91.2 95.2 54.9 80.5 88.1
LoRA [22] 431 7.49 73.2 91.7 95.9 56.5 81.3 88.9

TinyBERT [26] 230 4.66 33.6 62.1 74.8 22.6 49.8 63.2
MaskAlign [68] 230 4.66 35.7 64.9 77.3 24.2 52.5 65.5

ToMe [2] 419 2.61 56.2 82.3 90.1 41.7 71.0 81.3
PELA 173 2.58 71.6 91.0 95.3 55.1 80.8 88.3

Table 5. Model performance on visual entailment and VQA.
Params (M) and TFLOPs are counted based on the VQA model.

Model Params TFLOPs SNLI-VE VQA

val test test-dev test-std

VisualBERT [35] 134 0.37 - - 70.80 71.00
ViLT [29] 118 1.01 - - 70.94 -

LXMERT [54] 224 0.41 - - 72.42 72.54
UNITER [6] 116 0.37 78.59 78.28 72.70 72.91
12-in-1 [41] - - - 76.59 73.15 -

ALBEF

Base 581 7.05 79.29 79.79 74.55 74.89
LoRA 644 7.14 79.34 79.53 71.07 -

TinyBERT 392 4.55 73.83 73.31 61.33 -
MaskAlign 392 4.55 73.74 73.48 63.85 -

ToMe 581 2.55 77.58 78.02 68.59 -
PELA 259 2.47 78.55 78.66 73.84 73.87

and UNITER [6]. However, superior performance is
achieved at the expense of increased parameters and FLOPs,
mainly due to the usage of a cumbersome trainable ViT for
image processing. In comparison to the baselines, which
use a universal Transformer for both vision and language,
such as UNITER [6], ALBEF offers superior visual features
but introduces a larger model size and computational com-
plexity. 2) Our PELA method helps alleviate this problem
through the low-rank approximation. As can be observed,
PELA is able to achieve comparable performance to AL-
BEF while using only 1/3 of the parameters and FLOPs.
This translates to a significant reduction in model size and
computation, with most performance degradation limited
to just one point. 3) Regarding the comparison with effi-
cient learning baselines, our PELA approach consistently
achieves better performance in most cases. The only ex-
ception is for retrieval tasks, where PELA exhibits slightly
inferior model performance compared to LoRA. However,

Table 6. Model performance on the challenging weakly-
supervised visual grounding task.

Model Val TestA TestB

ARN [39] 32.78 34.35 32.13
CCL [75] 34.29 36.91 33.56

ALBEF Base 57.94 65.07 45.75

PELA 57.06 65.85 45.10

it is important to note that LoRA requires a larger number
of model parameters and FLOPs.

4.4. Ablation Study

Effectiveness of the two modules. We first studied the
model performance of direct decomposition of pre-trained
weights using low-rank approximation. However, as indi-
cated in Table 7, this approach results in a significant drop
in performance, possibly because of the shift in feature dis-
tribution. We then added our proposed two modules to the
low-rank model and observed performance improvements.
By combining the two modules together, our model can of-
ten outperform other variants, demonstrating the effective-
ness of the proposed method.
Performance variation w.r.t. compression ratio. Training
large models often involves a trade-off between effective-
ness and efficiency. To demonstrate this, we trained our
model using different compression ratios with fewer epochs
to simplify the process and present the results in Fig. 4.
This graph indicates that a smaller compression ratio, i.e., a
larger model, typically yields better performance. However,
a model that is too small, such as one that is compressed to
1/10 of its original size, may not be capable of achieving
satisfactory results.
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Table 7. Ablation studies of the proposed method over five tasks. For the downstream tasks of ALBEF, we selected representative evaluation
metrics for space concerns.

Model Lfd Lrwp

DeiT Swin ALBEF

Cls Seg Cls Seg Retrieval SNLI-VE VG

Acc mIoU Acc mIoU TR@1 IR@1 val test TestA TestB

Baseline 81.80 44.99 83.50 47.68 72.64 54.91 79.29 79.79 65.07 45.75

PELA

✗ ✗ 61.08 24.42 77.60 28.80 65.94 49.45 76.10 76.21 61.36 41.36
✓ ✗ 80.90 43.67 82.89 47.28 70.66 54.55 78.35 78.07 65.70 44.90
✗ ✓ 80.55 42.94 82.86 47.24 71.44 54.43 78.50 78.39 66.24 44.57
✓ ✓ 80.96 43.24 82.54 47.21 71.26 54.75 78.55 78.66 65.86 45.10
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Figure 4. Model performance change w.r.t. compression ratios.

Table 8. Efficiency comparison of two pre-training strategies.
Method Batch Size GPU Mem↓ Latency↓

DeiT-Base 64×4 12.77 GB 76.24 ms/img
DeiT-Basepela 11.34 GB 70.06 ms/img

4.5. Pre-training Efficiency & Model Scaling

Pre-training Efficiency. One may be concerned about the
efficiency issues during pre-training. To address this prob-
lem, we leveraged the DeiT-Base model and evaluated its
pre-training efficiency metrics, and show the results in Ta-
ble 8. In particular, we employed the plain low-rank model
because it already delivers promising model performance.
Though other models may trigger longer training time, un-
der this context, as shown in the table, our PELA method
outperforms the original model in terms of both GPU mem-
ory cost and training latency.
Downstream Model Scaling. Our approach spawns a more
compact model compared to the original large pre-trained
one, resulting in a surplus of memory that enables us to train
downstream models with larger batch sizes. To demonstrate
the effectiveness of our method, we increased the batch size
for both DeiT-Base and Swin-Base on the semantic segmen-
tation task2, as shown in Table 9. Our experiments show
promising results, with a significant improvement in model
performance for both models, achieving an absolute mIoU
improvement of 0.57% and 0.78%, respectively. Moreover,
our proposed method also outperforms the original Swin-
Base baseline using PELA+, highlighting another advan-
tage of our proposed approach.

2We kept the GPU memory less than the original large baseline model
for a fair comparison.

Table 9. Model scaling performance of DeiT-Base and Swin-Base
on semantic segmentation. PELA+ denotes the PELA model with
a larger batch size while maintaining similar GPU memory.

Method Batch Size Baseline PELA PELA+

DeiT-Base 16→20 44.99 43.24 43.81+.57

Swin-Base 16→20 47.68 47.21 47.99+.78

5. Conclusion and Future Work

In this work, we propose a simple yet effective parameter-
efficient pre-training approach that employs low-rank ap-
proximation as the core. Even with its simplicity, our
method achieves competitive performance with baselines
while attaining significantly improved parameter and com-
putational efficiencies. These advantages enable model
scaling in terms of model depth, width, and training batch
size of downstream task fine-tuning. This work highlights
the potential benefits of tackling the over-parameterization
problem of learnable weights. In addition to this, we believe
that the compression of intermediate features is a promis-
ing orthogonal direction for reducing model complexity.
Therefore, we plan to investigate feature compression tech-
niques, such as vision token pruning, to further build a more
lightweight model in future research.
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Jégou. Augmenting convolutional networks with attention-
based aggregation. arXiv preprint arXiv:2112.13692, 2021.
6

[57] Hugo Touvron, Matthieu Cord, and Hervé Jégou. Deit iii:
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