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Abstract

This work aims to improve the efficiency of text-to-image
diffusion models. While diffusion models use computa-
tionally expensive UNet-based denoising operations in ev-
ery generation step, we identify that not all operations
are equally relevant for the final output quality. In par-
ticular, we observe that UNet layers operating on high-
res feature maps are relatively sensitive to small pertur-
bations. In contrast, low-res feature maps influence the
semantic layout of the final image and can often be per-
turbed with no noticeable change in the output. Based
on this observation, we propose Clockwork Diffusion, a
method that periodically reuses computation from preced-
ing denoising steps to approximate low-res feature maps
at one or more subsequent steps. For multiple base-
lines, and for both text-to-image generation and image
editing, we demonstrate that Clockwork leads to compa-
rable or improved perceptual scores with drastically re-
duced computational complexity. As an example, for Sta-
ble Diffusion v1.5 with 8 DPM++ steps we save 32% of
FLOPs with negligible FID and CLIP change. We re-
lease code at https://github.com/Qualcomm-
AI-research/clockwork-diffusion

1. Introduction
Diffusion Probabilistic Models (DPM), or Diffusion Mod-
els for short, have become one of the most popular ap-
proaches for text-to-image generation[33, 35]. Compared
to Generative Adversarial Networks (GANs), they allow for
diverse synthesized outputs and high perceptual quality [5],
while offering a relatively stable training paradigm [11] and
high controllability.
One of the main drawbacks of diffusion models is that
they are comparatively slow, involving repeated operation
of computationally expensive UNet models [34]. As a re-
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Figure 1. Time savings with Clockwork, for different baselines.
All pairs have roughly constant FID (computed on MS-COCO
2017 5K validation set), using 8 sampling steps (DPM++). Clock-
work can be applied on top of standard models as well as heavily
optimized ones. Timings computed on NVIDIA® RTX® 3080 at
batch size 1 (for distilled model) or 2 (for classifier-free guidance).
Prompt: “the bust of a man’s head is next to a vase of flowers”.

sult, a lot of current research focuses on improving their ef-
ficiency, mainly through two different mechanisms. First,
some works seek to reduce the overall number of sam-
pling steps, either by introducing more advanced samplers
[25, 26, 42] or by performing so-called step distillation
[28, 36]. Second, some works reduce the required com-
putation per step e.g., through classifier-free guidance dis-
tillation [12, 28], architecture search [20], or with model
distillation [16].
Our work can be viewed as a combination of these two axes.
We begin with the observation that lower-resolution repre-
sentations within diffusion UNets (i.e. those further from
input and output) are not only influencing the semantic lay-
out more than smaller details [4, 40, 47], they are also more
resilient to perturbations and thus more amenable to dis-
tillation into a smaller model. Hence, we propose to per-
form model distillation on the lower-resolution parts of the
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UNet by reusing their representations from previous sam-
pling steps. To achieve this we make several contribu-
tions: 1) By approximating internal UNet representations
with those from previous sampling steps, we are effectively
performing a combination of model- and step distillation,
which we term model-step distillation. 2) We show how to
design a lightweight adaptor architecture to maximize com-
pute savings, and even show performance improvements by
simply caching representations in some cases. 3) We show
that it is crucial to alternate approximation steps with full
UNet passes, which is why we call our method Clockwork
Diffusion. 4) We propose a way to train our approach with-
out access to an underlying image dataset, and in less than
24h on a single NVIDIA® Tesla® V100 GPU.
We apply Clockwork to both text-to-image generation (MS-
COCO [21]) and image editing (ImageNet-R-TI2I [47]),
consistently demonstrating savings in FLOPs as well as la-
tency on both GPU and edge device, while maintaining
comparable FID and CLIP score. Clockwork is comple-
mentary to other optimizations like step and guidance dis-
tillation [28, 36] or efficient samplers: we show savings
even on an optimized and DPM++ distilled Stable Diffu-
sion model [26, 33], as can be visualized in Fig. 1.

2. Related work
Faster solvers. Diffusion sampling is equivalent to inte-
gration of an ODE or SDE [45]. As a result, many works
attempt to perform integration with as few steps as possi-
ble, often borrowing from existing literature on numerical
integration. DDIM [43] introduced deterministic sampling,
drastically improving over the original DDPM [11]. Sub-
sequently, works have experimented with multistep [22],
higher-order solvers [7, 14, 15], predictor-corrector meth-
ods [49, 50], or combinations thereof. DPM++ [25, 26]
stands out as one of the fastest solvers, leveraging exponen-
tial integration, and we conduct most of our experiments
with it. However, in our ablation studies in Appendix A,
we show that benefit of Clockwork is largely independent
of the choice of solver.

Step Distillation starts with a trained teacher model, and
then trains a student to mirror the output of multiple teacher
model steps [27, 36]. It has been extended to guided dif-
fusion models [20, 28], where Meng et al. [28] first dis-
till unconditional and conditional model passes into one
and then do step distillation following[36]. Berthelot et
al. [1] introduce a multi-phase distillation technique simi-
lar to Salimans and Ho [36], but generalize the concept of
distilling to a student model with fewer iterations beyond
a factor of two. Other approaches aim to distill straighter
sampling trajectories, which then admit larger step sizes for
integration[23, 24, 44]. In particular, InstaFlow [24] shows
impressive results with single-step generation.

Our approach incorporates ideas from step distillation
wherein internal UNet representations from previous steps
are used to approximate the representations at the same
level for the current step. At the same time, it is largely or-
thogonal and can be combined with the above. We demon-
strate savings on an optimized Stable Diffusion model with
step and guidance distillation.

Efficient Architectures. To reduce the architecture com-
plexity of UNet, model or knowledge distillation tech-
niques have been adopted either at output level or feature
level [6, 16, 20]. Model pruning [3, 20] and model quanti-
zation [8, 29, 38] have also been explored to accelerate in-
ference at lower precision while retaining quality. Another
direction has been to optimize kernels for faster on-device
inference [2], but such solutions are hardware dependent.
Our work can be considered as model distillation, as we re-
place parts of the UNet with more lightweight components.
But unlike traditional model distillation, we only replace
the full UNet for some steps in the trajectory. Additionally,
we provide our lightweight adaptors outputs from previous
steps, making it closer to step distillation.

3. Analysis of perturbation robustness

Our method design takes root in the observation that lower-
resolution features in diffusion UNets are robust to pertur-
bations, as measured by the change in the final output. This
section provides a qualitative analysis of this behaviour.
During diffusion sampling, earlier steps contribute more to
the semantic layout of the image, while later steps are more
related to high-frequency details [4, 40]. Likewise, lower-
res UNet representations contribute more to the semantic
layout, while higher-res features and skip connections carry
high-frequency content [40, 47]. This can be leveraged to
perform image editing at a desired level of detail by per-
forming DDIM inversion [45] and storing feature and atten-
tion maps to reuse during generation [47]. We extend this by
finding that the lower-res representations, which contribute
more to the semantic layout, are also more robust to pertur-
bations. This makes them more amenable to distillation.
For our illustrative example, we choose random Gaussian
noise to perturb feature maps. In particular, we mix a given
representation with a random noise sample in a way that
keeps activation statistics roughly constant. We assume a
feature map to be normal f ∼ N (µf , σ

2
f ), and draw a ran-

dom sample z ∼ N (0, σ2
f ). We then update feature map

with:

f ← µf +
√
α · (f − µf ) +

√
1− α · z (1)

On average, this will leave the distribution unchanged. We
set α = 0.3 to make the noise the dominant signal.
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Figure 2. Perturbing Stable Diffusion v1.5 UNet representations (outputs of the three upsampling layers), starting from different sampling
steps (20 DPM++ steps total, note the reference image as inset in lower-right). Perturbing low-resolution features after only a small number
of steps has a comparatively small impact on the final output, whereas perturbation of higher-res features results in high-frequency artifacts.
Prompt: ”image of an astronaut riding a horse on mars.”

In Fig. 2 we perform such perturbations on the outputs of
the three upsampling layers of the Stable Diffusion v1.5
UNet [33]. Perturbation starts after a varying number of un-
perturbed steps and the final output is shown for each case.
After only a small number of steps the lowest-resolution
features can be perturbed without a noticeable change in
the final output, whereas higher-res features are affected for
longer along the trajectory. Moreover, early perturbations
in lower-res layers mostly result in semantic changes, con-
firming findings from other works [4, 40]. Implementation
details and additional analyses for other layers are provided
in Appendix C.
Motivated by these findings, we propose to approximate
lower-res UNet representations using more computation-
ally lightweight functions, and in turn reuse information
from previous sampling steps, effectively combining model
and step distillation. However, we make another crucial
and non-trivial contribution. Fig. 2 might suggest that one
should approximate all representations after a certain sam-
pling step. We instead find that it is beneficial to alternate
approximation steps and full UNet passes to avoid accumu-
lating errors. This makes our approach similar to others that
run model parts with different temporal granularity [19, 39],
and we consequently name it Clockwork Diffusion.

4. Clockwork Diffusion
Diffusion sampling involves iteratively applying a learned
denoising function ϵθ(·), or an equivalent reparametriza-
tion, to denoise a noisy sample xt into a less noisy sam-
ple xt−1 at each iteration t, starting from a sample from
Gaussian noise at t = T towards a final generation at
t = 0 [11, 41].
As is illustrated in Fig. 3, the noise prediction function ϵ
(we omit the parameters θ for clarity) is most commonly im-

plemented as a UNet, which can be decomposed into low-
and high-resolution denoising functions ϵL and ϵH respec-
tively. ϵH further consists of an input module ϵinH and an
output module ϵoutH , where ϵinH receives the diffusion latent
xt and ϵoutH predicts the next latent xt−1 (usually not di-
rectly, but by estimating its corresponding noise vector or
denoised sample). The low-resolution path ϵL receives a
lower-resolution internal representation rint from ϵinH and
predicts another internal representation routt that is used by
ϵoutH . We provide a detailed view of the architecture and
how to separate it in the Appendix A.
The basis of Clockwork Diffusion is the realization that the
outputs of ϵL are relatively robust to perturbations — as
demonstrated in Sec. 3 — and that it should be possible to
approximate them with more computationally lightweight
functions if we reuse information from previous sampling
steps. The latter part differentiates it from regular model
distillation [6, 16]. Overall, there are 4 key contributions
that are necessary for optimal performance: a) joint model
and step distillation, b) efficient adaptor design, c) Clock-
work scheduling, and d) training with unrolled sampling
trajectories. We describe each below.

4.1. Model-step distillation

Model distillation is a well-established concept where a
smaller student model is trained to replicate the output of
a larger teacher model, operating on the same input. Step
distillation is a common way to speed up sampling for dif-
fusion models, where a student is trained to replace e.g. two
teacher model passes. Here the input/output change, but the
model architecture is usually kept the same. We propose to
combine the two, replacing part of the diffusion UNet with
a more lightweight adaptor, but in turn giving it access to
outputs from previous sampling steps (as shown in Fig. 3).
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Figure 3. Schematic view of Clockwork. It can be thought of as a combination of model distillation and step distillation. We replace the
lower-resolution parts of the UNet ϵ with a more lightweight adaptor, and at the same time give it access to features from the previous sam-
pling step. Contrary to common step distillation, which constructs latents by forward noising images, we train with sampling trajectories
unrolled from pure noise. Other modules are conditioned on text and time embeddings (omitted for readability). The gray panel illustrates
the difference between regular distillation and our proposed training with unrolled trajectories.

We term this procedure model-step distillation.
In its simplest form, an adaptor ϕθ is an identity mapping
that naively copies a representation rout from step t + 1 to
t. This works relatively well when the number of sampling
steps is high, as for example in our image editing experi-
ments in Sec. 5.3. For a more effective approximation in the
low step regime, we rely on a parametric function ϕθ with
additional inputs: r̂outt = ϕθ

(
rint , routt+1, temb, textemb

)
,

which we describe as follows.

4.2. Efficient adaptor architecture

The design of our adaptor is chosen to minimize heavy com-
pute operations. It uses no attention, and is instead com-
prised of a strided convolutional layer resulting in two times
spatial downsampling, followed by addition of a linear pro-
jection of the prompt embedding, two ResNet blocks with
additive conditioning on t, and a final transposed convolu-
tion to go back to the original resolution. We further intro-
duce a residual connection from input to output. The adap-
tor architecture is shown in Fig. 3, and we provide more
details in the Appendix A. We ablate several architecture
choicesin Sec. 5.4. Inputs to the adaptor are listed below.

Input representation rint is the representation obtained
from the high-res input module ϵinH at the current step, as
shown in Fig. 3. It is concatenated with the next input.

Output representation routt+1 is the equivalent representa-
tion from the previous sampling step that the adaptor tries
to approximate for the current step. The high-res output
module predicts the next diffusion latent from it. By condi-
tioning on routt+1, our approach depends on the sampler and
step width (similar to step distillation).

Time embedding temb is an additional input to the adap-
tor to make it conditional on the diffusion step t, instead
of training separate adaptor models for each step. For this
purpose we rely on the standard ResBlocks with time step
embeddings, as in Rombach et al. [33].

Prompt embedding textemb is an additional input to
adaptor to make it conditional on the generation prompt. We
rely on pooled CLIP embedding [31] of prompt, extracted
using OpenCLIP’s ViT-g/14 [13], to reduce complexity.

4.3. Clockwork scheduling

Instead of just replacing ϵL with adaptor ϕθ entirely, we
avoid accumulating errors during sampling by alternating
lightweight adaptor steps with full UNet passes, which is
the inspiration for our method’s name, following [19, 39].
Specifically, we switch between ϵL and ϕθ based on a pre-
defined clock schedule C(t) ∈ {0, 1} as follows:

r̂outt =

{
ϵL

(
rint , temb, textemb

)
, C(t) = 0

ϕθ

(
rint , routt+1, temb, textemb

)
, C(t) = 1

where t and c are timestep and prompt embeddings, re-
spectively. C(t) can generally be an arbitrary schedule of
switches between ϵL and ϕθ, but we find that interleaving
them at a fixed rate offers a good tradeoff between perfor-
mance and simplicity. Because we conduct our experiments
mostly in low-step regime with ≤ 8 steps, we simply al-
ternate between adaptor and full UNet in consecutive steps
(i.e. a clock of 2) unless otherwise specified. For sampling
with more steps it is possible to increase consecutive adap-
tor passes, shown in Appendix D.2 for text-guided image

8355



editing case. For the rest of the paper, we simply use the
terminology a clock of N , which means every N steps, a
full UNet pass will be evaluated, all other steps use adaptor.

4.4. Distillation with unrolled trajectories

We seek to train an adaptor that predicts an internal UNet
representation, based on the same representation from the
previous sampling step as well as further inputs. Formally,
we minimize the following loss:

L = E
t

[∥∥routt − ϕθ

(
rint , routt+1, temb, textemb

)∥∥
2

]
(2)

A common choice is to stochastically approximate the ex-
pectation over update steps, i.e. just sample t randomly
at each training step. Most step distillation approaches
[28, 36] then construct xt from an image x0 via the dif-
fusion forward process, and perform two UNet passes of
a teacher model to obtain all components required for the
loss. Instead of this, we start from a random noise sam-
ple and unroll a full sampling trajectory {xT , . . . ,x0} with
the teacher model, then use each step as a separate training
signal for the adaptor. This is illustrated in Fig. 3. We con-
struct a dataset of unrolled sampling trajectories for each
epoch, which can be efficiently parallelized using larger
batch sizes. We compare our unrolled training with the con-
ventional approach in Sec. 5.4.
Overall training can be done in less than a day on a sin-
gle NVIDIA® Tesla® V100 GPU. As an added benefit, this
training scheme does not require access to an image dataset
and only relies on captions. We provide more details in
Sec. 5 and include training pseudo-code in the Appendix
Algorithm-1.

5. Experiments
We evaluate Clockwork on two tasks: text-guided image
generation in Sec. 5.2 and text-guided image editing in
Sec. 5.3. Additionally, we provide ablations in Sec. 5.4.

5.1. Experimental setup

Datasets and metrics We evaluate our text-guided im-
age generation experiments by following common prac-
tices [20, 28, 33] on two public benchmarks: MS-COCO
2017 (5K captions), and MS-COCO 2014 [21] (30K cap-
tions) validation sets. We use each caption to generate an
image and rely on the CLIP score from a OpenCLIP ViT-
g/14 model [13] to evaluate the alignment between captions
and generated images. We also rely on Fréchet Inception
Distance (FID) [10] to estimate perceptual quality. For MS-
COCO 2014, the images are resized to 256 × 256 before
computing the FID as in Kim et al. [16]. We evaluate our
text-guided image editing experiments on the ImageNet-R-
TI2I [47] dataset. Following [47], we use 3 high-quality

images from 10 different classes and 5 prompt templates to
generate 150 image-text pairs for evaluation. In addition to
the CLIP score, we measure the DINO self-similarity dis-
tance from Splice [46] to measure the structural similarity
between source and target images.
To measure the computational cost of the different methods,
we report the time spent on latent generation, which we call
latency for short, as it represents the majority of the total
processing time. This measures the cost spent on UNet for-
ward passes during the generation — and inversion in case
of image editing — but ignores the fixed cost of text en-
coding and VAE decoding. Along with latencies we report
the number of floating point operations (FLOPs). We mea-
sure latency using PyTorch’s benchmark utilities on a single
NVIDIA® RTX® 3080 GPU, and use the DeepSpeed [32]
library to estimate the FLOP count. Finally, to verify the ef-
ficiency of Clockwork on low-power devices, we measure
its inference time on a Samsung Galaxy S23 device. It uses
Snapdragon® 8 Gen. 2 Mobile Platform with a Qualcomm®

HexagonTM processor 1

Diffusion models We evaluate the effectiveness of Clock-
work on three latent diffusion models with varying compu-
tational costs: i) SD UNet, the standard UNet from Stable
Diffusion v1.5 [33]. ii) Efficient UNet, which, inspired by
Li et al. [20], removes the costly transformer blocks, includ-
ing self-attention and cross-attention operations, from the
highest resolution layer of SD UNet. iii) Distilled Efficient
UNet, which further accelerates Efficient UNet by imple-
menting progressive step distillation [36] and classifier-free
guidance distillation [28]. Since there is no open source
implementation [20, 28, 36] available, we rely on our repli-
cation as specified in the supplementary materials. In all
experiments we use the DPM++ [26] multi-step scheduler
due to its superiority in the low number of sampling steps
regime, which is a key focus of our paper. An exception is
the text-guided image editing experiment where we use the
DDIM scheduler as in Plug-and-Play [47].

Implementation details We train Clockwork using
ResNet-based adaptor (Fig. 3) for a specific number of
generation steps T and with a clock of 2, as described
in Sec. 4.1, on 50K random captions from LAION-5B
dataset [37]. The training involves 120 epochs using Adam
optimizer [18] with batch size of 16 and learning rate of
0.0001. Due to its parameter efficiency each training takes
less than one day on a single NVIDIA® Tesla® V100 GPU.

5.2. Text-guided image generation

We evaluate the effectiveness of Clockwork in accelerat-
ing text-guided image generation for three different diffu-

1Snapdragon and Qualcomm branded products are products of Qual-
comm Technologies, Inc. and/or its subsidiaries.
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Figure 4. Clockwork improves text-to-image generation efficiency
consistently over various diffusion models. Models are evaluated
on 512× 512 MS-COCO 2017-5K validation set.

sion models as specified in Sec. 5.1. For each model, we
measure the generation quality and computational cost us-
ing 8, 6 and 4 steps with and without clockwork, as shown
in Fig. 4. For the baselines (dashed lines) we also include
a point with 3 sampling steps as a reference. Our results
demonstrate that applying Clockwork for each model re-
sults in a high reduction in FLOPs with little changes in
generation qualities (solid lines). For example, at 8 sam-
pling steps, Clockwork reduces the FLOPs of the distilled
Efficient UNet by 38% from 4.7 TFLOPS to 2.9 TFLOPS
with only a minor degradation in CLIP (0.6%) and improve-
ment in FID (5%). Fig. 5 shows generation examples for
Stable Diffusion with and without Clockwork, while Fig. 1
shows an example for Efficient UNet and its distilled vari-
ant. See Appendix E for more examples.
Our improvement on the distilled Efficient UNet model
demonstrates that Clockwork is complementary to other ac-
celeration methods and adds savings on top of step distilla-
tion [36], classifier-free guidance distillation [28], efficient
backbones [20] and efficient noise schedulers [26]. More-
over, Clockwork consistently improves the diffusion effi-
ciency at very low sampling steps, which is the critical op-
erating point for most time-constrained real-world applica-
tions, e.g. image generation on phones.
In Tab. 1 and Tab. 2 we compare Clockwork to state-of-
the-art methods for efficient diffusion on MS-COCO 2017
and 2014 respectively. The methods include classifier-free
guidance distillation by Meng et al. [28], SnapFusion [20],
model distillation from BK-SDM [16] and InstaFlow[24].
For BK-SDM [16] we use models available in the diffusers
library [48]. For Meng et al. [28], SnapFusion [20] and
InstaFlow (1 step) [24] we report scores from original pa-
pers and implement their architecture to measure latency
and FLOPS. In terms of quantitative performance scores,
Clockwork improves FID and slightly reduces CLIP on both
datasets. Efficient UNet + Clockwork achieves the best FID
out of all methods. InstaFlow has lowest FLOPs and latency
as they specifically optimize the model for single-step gen-

Figure 5. Text guided generations by SD UNet without (top) and
with (bottom) Clockwork at 8 sampling steps (DPM++). Clock-
work reduces FLOPs by 32% at a similar generation quality.
Prompts given in Appendix E.

eration, however, in terms of FID and CLIP, Clockwork is
significantly better. Compared to SnapFusion, which is op-
timized and distilled from the same Stable Diffusion model,
our Distilled Efficient UNet + Clockwork is significantly
more compute efficient and faster.

5.3. Text-guided image editing

We apply our method to a recent text-guided image-to-
image (TI2I) translation method called Plug-and-Play (PnP)
[47]. The method caches convolutional features and at-
tention maps during source image inversion [45] at certain
steps early in the trajectory. These are then injected dur-
ing generation using the target prompt at those same steps.
This enables semantic meaning of the original image to be
preserved, while the self-attention keys and queries allow
preserving guidance structure. PnP, like many image editing
works [9, 17, 30], requires DDIM inversion [45]. Inversion
can quickly become the complexity bottleneck, as it is of-
ten run for many more steps than generation. For instance,
PnP uses 1000 inversion steps and 50 generation steps. We
focus on evaluating PnP and its Clockwork variants on the
ImageNet-R-TI2I real dataset with SD UNet. We use the
DDIM sampler to match PnP’s setup. To demonstrate the
benefit of Clockwork in a training-free setting, we use an
identity adaptor with a clock of 2 both in inversion and gen-
eration. We use the official open-source diffusers [48] im-
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Model FID [↓] CLIP [↑] TFLOPs Latency (GPU) Latency (Phone)

Meng et al. [28] 26.9 0.300 6.4 320 -
SnapFusion [20] 24.20 0.300 4.0 185 -
BK-SDM-Base [16] 29.26 0.291 8.4 348 -
BK-SDM-Small [16] 29.48 0.272 8.2 336 -
BK-SDM-Tiny [16] 31.48 0.268 7.8 313 -
InstaFlow (1 step) [24] 29.30 0.283 0.8 40 -

SD UNet 24.64 0.300 10.8 454 3968
+ Clockwork 24.11 0.295 7.3 (−32%) 341 (−25%) 3176 (−20%)

Efficient UNet 24.22 0.302 9.5 330 1960
+ Clockwork 23.21 0.296 5.9 (−38%) 213 (−36%) 1196 (−39%)

Distilled Efficient UNet 25.75 0.297 4.7 240 980
+ Clockwork 24.45 0.295 2.9 (−38%) 154 (−36%) 598 (−39%)

Table 1. Text guided image generation results on 512× 512 MS-
COCO 2017-5K validation set. We compare to state-of-the-art
efficient diffusion models, all at 8 sampling steps (DPM++) except
when specified otherwise. Latency measured in ms.

plementation2 of PnP, details in Appendix D.1. In Fig. 6
we show qualitative examples of the same text-image pair
with and without Clockwork for different DDIM inversion
steps and generation fixed to 50 steps. For high numbers
of inversion steps, Clockwork leads to little to no degrada-
tion in quality while consistently reducing latency by about
25%. At lower numbers of inversions steps, Clockwork out-
puts start diverging from the baseline’s, yet in semantically
meaningful and perceptually pleasing ways.
On the right hand side of Fig. 6, we quantitatively show that
at various number of inversion steps, applying Clockwork
enables saving compute while improving text-image simi-
larity and only slightly degrading structural distance. For
PnP’s default setting of 1000 inversion steps and 50 genera-
tion steps (rightmost point on each curve) Clockwork allows
saving 33% of compute while significantly improving CLIP
score, and only slightly degrading DINO metric.

5.4. Ablation analysis

For ablations, we follow the training procedure in Sec. 5.1
and evaluate on MS-COCO 2017 dataset, a clock of 2 and
Efficient Unet backbone. Further ablations, e.g. different
solvers, adaptor input variations are in Appendix B.

Adaptor Architecture. We study the effect of different
parametric functions for ϕθ in terms of performance and
complexity. As discussed in Sec. 4.1, ϕθ can be as sim-
ple as an identity function, where we directly reuse low-
res features from the previous time step at the current step.
As shown in Tab. 3, Identity function performs reasonably
well, indicating high correlation in low-level features of the
UNet across diffusion steps. In addition, we tried 1) a UNet-
like convolutional architecture with two downsampling and
upsampling modules, 2) a lighter variant of it with 3M pa-
rameters and less channels, 3) our proposed ResNet-like ar-
chitecture (see Fig. 3). Details for all variants are given in

2https://github.com/MichalGeyer/pnp-diffusers

Model FID [↓] CLIP [↑] TFLOPs

SnapFusion [20] 14.00 0.300 4.0
BK-SDM-Base [16] 17.23 0.287 8.4
BK-SDM-Small [16] 17.72 0.268 8.2
BK-SDM-Tiny [16] 18.64 0.265 7.8
InstaFlow (1 step) [24] 20.00 - 0.8

SD UNet 12.77 0.296 10.8
+ Clockwork 12.27 0.291 7.3 (−32%)

Efficient UNet 12.33 0.296 9.5
+ Clockwork 11.14 0.290 5.9 (−38%)

Distilled Efficient UNet 13.92 0.292 4.7
+ Clockwork 12.37 0.291 2.9 (−38%)

Table 2. Text guided image generation results on 256× 256 MS-
COCO 2014-30K validation set. We compare to state-of-the-art
efficient diffusion models. Except for InstaFlow[24] all models
are evaluated at 8 sampling steps using the DPM++ scheduler.

Appendix A. From Tab. 3, all adaptors provide compara-
ble performance, however, the ResNet-like adaptor obtains
better quality-complexity trade-off.

Adaptor Clock. Instead of applying ϕθ in an alternating
fashion (i.e. a clock of 2), here we study the effect of non-
alternating arbitrary clock C(t). For an 8-step generation,
we use 1) C(t) = 1 for t ∈ {5, 6, 7, 8} and 2) C(t) = 1
for t ∈ {3, 4, 5, 6}, C(t) = 0 otherwise. As shown in
Tab. 3, both configurations underperform compared to al-
ternating clock, likely due to error propagation in approxi-
mation. It is worth noting that approximating earlier steps
(config. 2) harms the generation significantly more than
later steps (config. 1).

UNet cut-off. We ablate the splitting point where high-res
and low-res representations are defined. In particular, we
set the cut-off at the end of stage 1 or stage 2 of the UNet
(after first and second downsampling layers, respectively).
A detailed view of the architecture with splitting points can
be found in the Appendix A. The lower the resolution in the
UNet we set the cutoff to, the less compute we save. As
shown in Tab. 3, splitting at stage 2 is both computationally
expensive and worse in terms of FID. Therefore, we set the
cut-off point at stage 1.

Training scheme and robustness. As outlined in
Sec. 4.4, ϕθ can be trained using 1) regular distillation
setup which employs forward noising of an image or 2)
by unrolling complete sampling trajectories conditioned on
a prompt. We compare the two at specific inference steps
that use same clock. Figure 7 shows that generation unroll
performs on par with regular distillation at higher inference
steps (6, 8, 16), but performs significantly better at 4 steps,
which is the low compute regime our work targets.
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Figure 6. Left: text-guided image editing qualitative results comparing the baseline Plug-and-Play to Clockwork with identity adaptor
when using the reference image (bottom right) with the target prompt “an embroidery of a minivan”. Across configurations, applying
Clockwork enables matching or outperforming the perceptual quality of Plug-and-Play while reducing latency by a significant margin.
Right: Clockwork improves the efficiency of text-guided image translation on the ImageNet-R-TI2I real dataset. We evaluate both the
baseline and its Clockwork variant at DDIM inversion steps: 25, 50, 100, 500 and 1000. DDIM generation steps is fixed to 50 throughout,
except for 25 where we use the same number of generation steps as inversion steps.

Steps FID [↓] CLIP [↑] GFLOPs

Efficient UNet 8 24.22 0.302 1187

Adaptor Architecture
Identity (0) 8 24.36 0.290 287
ResNet (14M) 8 23.21 0.296 301
UNet (152M) 8 23.18 0.296 324
UNet-light (3M) 8 23.87 0.294 289

Adaptor Clock
Steps {2, 4, 6, 8} 8 23.21 0.296 301
Steps {5, 6, 7, 8} 8 28.07 0.286 301
Steps {3, 4, 5, 6} 8 33.10 0.271 301

UNet cut-off
Stage 1 (res 32x32) 8 23.21 0.296 301
Stage 2 (res 16x16) 8 24.49 0.296 734

Table 3. Ablations of Clockwork components. We use 512× 512
MS-COCO 2017-5K, a clock of 2 and Efficient UNet as backbone.
FLOPs are reported for 1 forward step of UNet with adaptor.
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Figure 7. Training scheme ablation. Training with unrolled trajec-
tories is on par with regular distillation, but performs significantly
better in the low compute regime (4 steps). We use 512 × 512
MS-COCO 2017-5K, clock of 2 and Efficient UNet backbone.

6. Conclusion

We introduce a method for faster sampling with diffusion
models, called Clockwork Diffusion. It combines model
and step distillation, replacing lower-resolution UNet rep-
resentations with more lightweight adaptors that reuse in-
formation from previous sampling steps. In this context,
we show how to design an efficient adaptor architecture,
and present a sampling scheme that alternates between ap-
proximated and full UNet passes. We also introduce a new
training scheme that is more robust than regular step distil-
lation at very small numbers of steps. It does not require
access to an image dataset and training can be done in a day
on a single GPU. We validate our method on text-to-image
generation and text-conditioned image-to-image translation
[47]. It can be applied on top of commonly used models like
Stable Diffusion [33], as well as heavily optimized and dis-
tilled models, and shows consistent savings in FLOPs and
runtime at comparable FID and CLIP score.

Limitations. As in step distillation, when learned, Clock-
work is trained for a fixed operating point and is sensitive
to drastic changes in scheduler or sampling steps at a later
time. While we find that our unrolled training works better
than regular distillation at low steps, we have not yet fully
understood why that is the case. Finally, we have demon-
strated improvements on UNet-based diffusion models, it is
unclear how this translates to e.g. ViT-based implementa-
tions.
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