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Abstract

In the realm of geospatial analysis, the diversity of re-
mote sensors, encompassing both optical and microwave
technologies, offers a wealth of distinct observational capa-
bilities. Recognizing this, we present msGFM, a multisensor
geospatial foundation model that effectively unifies data
Jfrom four key sensor modalities. This integration spans an
expansive dataset of two million multisensor images. ms-
GFM is uniquely adept at handling both paired and unpaired
sensor data. For data originating from identical geoloca-
tions, our model employs an innovative cross-sensor pre-
training approach in masked image modeling, enabling the
synthesis of joint representations from diverse sensors. ms-
GFM, incorporating four remote sensors, upholds strong
performance, forming a comprehensive model adaptable to
various sensor types. msGFM has demonstrated enhanced
proficiency in a range of both single-sensor and multisen-
sor downstream tasks. These include scene classification,
segmentation, cloud removal, and pan-sharpening. A key
discovery of our research is that representations derived
from natural images are not always compatible with the
distinct characteristics of geospatial remote sensors, under-
scoring the limitations of existing representations in this
field. Our work can serve as a guide for developing multisen-
sor geospatial pretraining models, paving the way for more
advanced geospatial capabilities. Code can be found at
https://github.com/boranhan/Geospatial__
Foundation_Models

1. Introduction

Geospatial remote sensors exhibit considerable diversity
(Figure 1), with reported spatial [44] and feature hetero-
geneity [58, 64]. Two principal categories emerge based on
their imaging mechanisms: optical sensors (e.g., Sentinel-2
[18] and LiDAR) and microwave sensors (e.g., Synthetic-
aperture radar [21]). These sensors vary significantly in
their observation methods and capabilities. Optical remote
sensing captures reflected and absorbed electromagnetic ra-

*Work done while at Amazon Web Services
B4 Corresponding author

Xingjian Shi* * Markus Reichstein!
3 Max-Planck-Institute for Biogeochemistry

diation in the visible and near-infrared spectrum, yielding
high-resolution imagery and surface property information.
Conversely, microwave remote sensing operates at longer
wavelengths, penetrating clouds and vegetation to reveal
subsurface features and structural properties [41] (Figure 1).

A multisensor fusion approach combines the strengths of
both optical and microwave remote sensing, offering a more
comprehensive and accurate understanding of the Earth’s
surface [51]. By integrating data from multiple sensors, re-
searchers can leverage the complementary nature of optical
and microwave data to overcome limitations and obtain a
more complete picture. For instance, combining optical
and microwave data can help estimate soil moisture content,
which is crucial for ecosystem management [24, 31]. Mul-
tisensor fusion also enhances the accuracy of topographic
mapping by incorporating both surface features captured by
optical sensors and elevation information derived from mi-
crowave sensors. Numerous multisensor fusion deep learn-
ing models have been proposed for individual tasks, such as
cloud removal [28, 65], biomass estimation [23] and land-
cover segmentation [7, 29]. These studies substantiate the
enhancement in performance achievable by geospatial mod-
els incorporating multisensor modalities.

Despite these important synergies, most geospatial pre-
trained models focus predominantly on a single modality
[15, 38, 39, 57, 60]. While studies like Liu et al. [34],
Chen and Bruzzone [9] and Scheibenreif et al. [S0] employ
Sentinel-2 and SAR for pretraining via contrastive learning,
these methodologies are inherently limited by the need to
paired sensor modalities. This limitation restricts the effi-
cient utilization of the abundant unpaired sensor modalities
that are prevalently available in real-world scenarios. By
establishing a multisensor pretrained model scalable to both
paired and unpaired sensors, a unified framework for analyz-
ing multisensor remote sensing data can be provided. Such
a model can be fine-tuned or used as a feature extractor to
interpret multisensor data effectively.

Therefore, our paper develops a novel multisensor geospa-
tial pretraining model that can leverage many sensor modal-
ities, paired or not. Additionally, our paper seeks to ad-
dress several unexplored questions in the realm of multi-
sensor geospatial models. A natural inquiry arises: How
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Figure 1. Examples of four sensor modalities: SAR, Sentinel 2, RGB, DSM. Here, each pair of {SAR & Sentinel-2} and {RGB & DSM}
are colocated on the same geolocation respectively. In the example of Sentinel-2, only blue, green, red bands are shown for the convenience

of visualization.

can joint representations between corresponding sensors be
learned by employing masked image modeling techniques?
In geospatial tasks within the RGB domain, it is typical
to leverage pretrained backbones on ImageNet [48, 61] or
to utilize features distilled from such models [39]. Given
this, we inquire, Does leveraging or distilling features from
established vision models enhance multisensor geospatial
pretraining? Lastly, a practical concern emerges: How can
multisensor heterogeneity be mitigated during pretraining?
Addressing these challenges is crucial for developing geospa-
tial pretrained models capable of handling diverse sensor
data. Our contributions can be summarized as follows:
* We introduce a novel cross-sensor paradigm, msGFM, for
joint representation learning. This paradigm harmonizes
diverse representations and empowers multisensor models
to effectively discern the complex relationships between
corresponding sensors.
We introduce a high-performing pretrained model, cul-
tivated from a comprehensive multisensor pretraining
dataset encompassing over 2 million images. This model
adeptly amalgamates four sensor modalities: RGB im-
ages, Sentinel-2, SAR, and DSM, demonstrating superior
performance across several important downstream tasks.
* We demonstrate the synergistic advantages of incorporat-
ing multiple sensor modalities in pretraining, as opposed
to focusing on single-sensor approaches. In addition, our
work includes a thorough analysis of the model, offer-
ing practical insights and strategies for achieving optimal
performance in multisensor foundation models.

2. Related Work

Geospatial pretraining. Geospatial technologies are becom-
ing increasingly essential for applications, such as planning,
monitoring and disaster response [22, 26, 46]. As pretrained
models continue to revolutionize the fields of vision and lan-
guage, their potential in the geospatial sphere is becoming
increasingly evident. These models have demonstrated re-

markable prowess in enhancing the efficacy of deep learning
models when applied to downstream tasks [4, 15, 38, 39, 42].
The geospatial domain has seen the emergence of two main
approaches for self-supervised pretraining paradigms. The
first centers around the use of contrastive learning [4, 34, 38].
In this technique, the loss function is crafted to incentivize
the model to draw similar or positive pairs closer together in
the embedding space while pushing dissimilar or negative
pairs further apart [8]. However, identifying appropriate
augmentations for contrastive methods presents a signifi-
cant challenge. Certain augmentations in geospatial images,
which significantly alter the image’s intensity, can lead to
undesirable outcomes [42]. Various implementations of pre-
training with contrastive learning incorporate temporal and
spectral augmentation [38], while others apply a colorization
objective [59]. Although works such as Liu et al. [34], Chen
and Bruzzone [9] and Scheibenreif et al. [50] treat colocal-
ized Sentinel-2 and SAR as positive pairs, these approaches
are restricted to these two or more pairing sensor modalities
and doesn’t efficiently leverage the wide range of unpaired
sensor modalities. Given these augmentation constraints
[42], alternative methods have been developed, employing
Masked Image Modeling (MIM) [15, 39, 57], relying on
simple spatial augmentations such as flipping and cropping.
MIM not only requires less stringent augmentations but also
outperforms its contrastive learning counterparts [15, 39, 57].
However, most prior studies focus on remote sensing im-
agery in the visible spectrum or employ a single sensor
modality [15, 38, 39, 60]. Alternatively, they are confined to
two or more paired sensors due to the inherent limitations
of contrastive learning [9, 34, 50]. In this work, we develop
our pretraining objective based on the masked image mod-
eling approach, akin to [27, 63]. We demonstrate that our
model can be pretrained with four sensor modalities, taking
advantage of the unpaired sensor.

Multi-source learning in language and vision com-
munities. Multi-source learning is a prevalent strategy

27853



msGFM Pretraining

Sentinel-2

Output

msGFM Finetuning

Classification

Segmentation

=]

, "Complex cultivation patterns"
, "Land principally occupied by
agriculture, with significant
areas of natural vegetation" == ®
, "Broad-leaved forest"
, "Coniferous forest"
, "Mixed forest"

Output

& w

4

Decoder 1 (RGB) Decoder 2 (SAR) Decoder 3 (Sentinel-2)

Decoder 4 (DSM)

Prediction head

=t

Pretrained msGFM

Sentinel-2

Ny :
Patch Embedding
Encoder N \
Segmentation Classification
Patch Embedding 1 Patch Embedding 2 Patch Embedding 3 Patch Embedding 4
(RGB) (SAR) (Sentinel-2) (DSM)

Input

Figure 2. Overview diagram of msGFM. Each sensor is fed through a separate patch embedding layer (Section 3.1) and through the same
encoder. For reconstruction, separate decoders are used. If the sensors are paired, there’s a chance that our model will reconstruct the
corresponding paired sensor instead of itself (Section 3.2). Other best practices can be found in Section 3.4. In the finetuning stage, the
pretrained encoder (msGFM) is transferred to different downstream applications with different prediction heads. In Appendix C.2, we

discuss the usage of patch embedding in the downstream finetuning.

when handling multi-modal [54, 66] and multitask chal-
lenges [10, 11] in both the language and vision domains
[2, 3,5, 12, 16, 32, 33]. This technique exploits data from
diverse sources to bolster the learning process and enhance
model performance. A notable example is multilingual pre-
trained models, such as XLM [32] and its derivatives [13, 16].
These models utilize multilingual datasets, pretraining them
on a large scale to generate unsupervised cross-lingual rep-
resentations [16, 32]. This approach enables the models to
develop a unified representation across multiple languages,
thereby enhancing their performance on cross-lingual tasks.
Furthermore, the batching strategy has been identified as an
essential aspect of creating generalizable representations and
preventing collapse in multilingual models [1, 2]. Simultane-
ously, the Mixture-of-Experts (MoE) strategy [53] has been
utilized to enhance multi-source learning in both multitask
learning [3, 12, 33] and language-vision pretraining [54, 66].

In the specific context of multisensor geospatial pretraining,
heterogeneity can originate from the use of different sensor
types (e.g., optical, microwave) or different platforms (e.g.,
various satellites). Properly addressing this heterogeneity is
crucial as it can significantly influence the performance of
the pretraining model [2]. To meet this challenge, we draw
inspiration from works in vision [47], language [2, 32] and
vision-language models [66]. We incorporate techniques
such as cross-sensor representation learning into our ms-
GFM.

3. Cross-sensor geospatial pretaining

In this section, we present the multisensor pretraining
paradigm. Following [39], we employ SIMMIM [63] us-
ing a Swin Transformer [35, 36] as a backbone. Figure 2
presents an overview of the cross-sensor geospatial pretrain-
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ing methodology.

3.1. Input representation

Distinct embedding layers for each sensor. We consider N
total types of sensor modalities, with each sensor having a
corresponding number of channels, denoted as {C;};=1.. .
Taking into account the unique number of channels associ-
ated with each sensor (some examples shown in Table 1), we
utilize individual patch embeddings tailored to each specific
sensor. This approach allows the model to efficiently process
and learn from the distinct characteristics of various sensor
modalities.

The patch embedding is primarily obtained from convolu-
tion layers. To elaborate, for the image from the ¢-th sensor,
I € RW*HxCi Here, W and H represent the width and
height of the images. We first apply the convolution layers,
{fiYic1.n : RWXHXC  RWXHXCe  The function f;
represents the convolution neural network layers for images
from the i-th sensor. In our work, C, is the same for all
sensors. Subsequently, the output is segmented into square
patches of size P, yielding T} € RE*FP*Ce where L repre-
sents the total number of patches. To effectively manage the
channel heterogeneity inherent in different sensor modalities,
each sensor modality is processed through its own trainable
embedding layer. This step standardizes the representation
dimensions before they are input into the shared encoder.

3.2. Cross-sensor pretraining

Shared encoder for all sensor modalities. The patches
obtained from {f;}i=1. v, T; € REXP?Ce will then be
masked and fed through the encoder. The masking strategy
employed in our approach is the same as those used in [63].
By having separate patch embedding layers (f;) for each
sensor, the model can learn the unique characteristics of each
sensor modality. The learned embeddings from all sensors
are then integrated through the same encoder, enabling the
model to effectively learn joint representations and handle
multisensor geospatial data.

Separate decoder for each sensor and cross sensor pre-
diction. Collecting data from different sensors for the same
geo-location is a common practice in the geospatial domain.
Learning joint representations of such multisensor data can
prove beneficial for various downstream tasks. Although
contrastive learning has demonstrated promise in learning
effective representations, its performance may be limited due
to the lack of suitable data augmentations for remote sensing
images [42]. To address this issue, we propose employing
cross-sensor strategies in the context of MIM to learn joint
representations for multisensor geospatial data. For instance,
when the model is fed with masked images from DSM, it
can predict the masked patches of itself or the correspond-
ing images from RGB. An example pair of DSM and RGB
images is shown in Figure | in the two panels on the right.

This encourages the model to align the different sensor rep-
resentations. Accordingly, our model incorporates different
decoders for each sensor.

Specifically, if there exists a pair of images from the
i-th sensor and j-th sensor, {I; € RW*HXCi [, ¢
RWxHxC;1  the model processes the masked image as fol-
lows:

K2

and I, = D;(En(f;(I;))) , or I} = D;i(En(f;(I;))) (1)

I = Di(En(fi(I;))) . or I = D;(En(fi(I;)))

where En : REXP*Ce _y RLXCOm s the shared encoder,
and C,, is the embedding dimension of the final layer in the
encoder. I} and I J’ are the predicted ¢-th and j-th sensor type
respectively. D; : REXCm — RWXHXC: g the decoder
to reconstruct the ¢-th sensor type. Equation 1 shows that
the predicted output of the pretraining model will either
reconstruct itself or its paired sensor images.

If there’s no paired sensor in the pretraining dataset, it
will construct itself in the conventional way:

I = Di(En(fi(I:))) 2)

This approach capitalizes on the inherent relationship
between different sensors observing the same location, en-
abling the model to capture complementary information.
Furthermore, it provides flexibility in handling scenarios
where no paired sensors are available, allowing for enhanced
adaptability in choosing the pretraining dataset. This is
particularly advantageous given that multisensor geospatial
datasets are less prevalent than single-sensor datasets.

3.3. Pretraining data.

Our multisensor pretraining data, GeoPile-2, is composed
of four sensor modalities, amassed to a total of 2 million
images through the inclusion of additional geospatial data.
The detailed composition of GeoPile-2 is presented in Table
1. Specifically, GeoPile-2 incorporates SEN12MS [52], a
dataset enriched with paired SAR and Sentinel-2 satellite
images from all meteorological seasons, to augment data
diversity. All sensors in this dataset are ortho-rectified [52].
Additionally, we have integrated DSM and RGB images
from the MDAS dataset [29], resized to a dimension of 384.

It is important to note that while the Sentinel-2 modality
includes RGB channels as part of its imaging band, we have
distinguished and separated this RGB modality due to its
extensive dataset that surpasses the scope of Sentinel-2. This
dataset exhibits a wide range of Ground Sample Distances
(GSD) and high feature entropy. These attributes, beyond
just the imaging band, have been proven to be influential
in pretraining, as evidenced in studies like [15, 39]. Our
observations indicate that excluding the RGB modality from
our pretraining dataset (GeoPile-2) leads to a decrease in
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Sensor modality

# Channels paired sensors?

Dataset # Images GSD
GeoPile [39] 600K 0.1m - 30m
MillionAID [37] M 0.5-153m

SEN12MS [52] 320K 10m
MDAS [29] 40K 0.Im - 10m

SAR / sentinel-2 2/14
DSM/ RGB? 1/3

RGB“ 3
RGB* 3

NN X% X%

Table 1. Breakdown of datasets of our pretraining data. We gather approximately 2M samples from a combination of labeled and unlabeled
satellite imagery with various ground sample distances and sensor modalities. GeoPile and MillionAID are not sourced from a single
sensor; instead, they amalgamate sensor images from an array of satellites, including NAIP, GeoEye, WorldView, QuickBird, IKONOS, and
SPOT satellites, among others. MDAS is derived from airborne sources [29]. For more in-depth details regarding the RGB, please refer to

Appendix A.2

effectiveness, as opposed to when it is included (see Ap-
pendix A.2). An enhanced version of GeoPile-2, which
includes RGB data from sources like GeoPile [39] and Mil-
lionAID [37], shows improved performance across the seven
downstream tasks specified in GFM [39], under similar ex-
perimental conditions (detailed in Appendix A.1). Further
optimization of GeoPile-2-RGB was achieved through ex-
periments with various datasets (refer to Appendix A.1).

3.4. Best Practices in Pretraining

A shared encoder can present challenges when it comes to ef-
ficiently learning each sensor’s representation. To tackle this
issue, we propose integrating the sparsely gated Mixture of
Experts (MoE) approach [53] to replace MLP layers within
the encoder. Our pretraining loss function, L, combines L1
loss [27, 63] for reconstruction (i.e., MIM loss) and auxiliary
losses [30, 47]: L = Ly + ALauxitiary, Where A represents
the weight for auxiliary losses. In practice, we use A = 0.01.

We sequentially load all sensor data in our model. This
approach ensures that our model’s optimization spans all
tasks. Specifically, each batch in our model is constituted
as a set: I € RW>xHxCi,_ '+ Such a methodology is
commonly utilized in multitask learning, aiming to forge a
unified representation across diverse tasks during the train-
ing process, despite their distinct learning objectives. Our
investigations reveal that this strategy is equally effective in
the context of multisensor geospatial pretraining. Further-
more, considering the unique imaging mechanisms of these
sensors, we choose to initiate pretraining from scratch, as
detailed in Section 4.4.

4. Experiments

Experimental Settings. All of our experiments are con-
ducted using a Swin-base architecture [36] with a patch size
of 16x16 pixels and 8 experts. The models are pretrained
for either 100 epochs for ablation studies or 800 epochs
to achieve optimal results and maintain comparability with
state-of-the-art methods. When specified, 1% BigEarthNet
(BEN) [56] and 1% SEN12MS-CR are also employed for
ablation studies. We utilize 8 NVIDIA V100 GPUs with

a batch size of 2048 (128 per GPU) and an image size of
192x192. All pretraining settings follow the configurations
described in [39]. Detailed pretraining settings and pretrain-
ing cross-sensor reconstruction visualization can be found at
Appendix B.1 and Section 4.1 respectively.

Downstream Evaluation. Upon completion of the pre-
training, we fine-tune and assess the model on a diverse
range of downstream multisensor datasets. This aims to
provide a comprehensive understanding of the model’s per-
formance potential across various tasks. Table 2 provides
an overview of the downstream evaluation tasks, together
with their respective sensor modalities. Among these tasks,
the use of multisensor data can enhance the performance
of land classification and segmentation. Meanwhile, cloud
removal is inherently dependent on multisensor modalities
and cannot be effectively tackled without them. Although
pansharpening requires one optical sensor, it relies heavily
on multi-spectral images.

4.1. Visualizing reconstruction quality

To demonstrate this methodology, we provide several exam-
ples in Figure 3. These instances visually illustrate our cross-
sensor pretraining approach, highlighting the ability of RGB
to self-reconstruct, as well as the excellent cross reconstruc-
tion capabilities between DSM and RGB images. However,
self-reconstruction and cross reconstruction involving SAR
images pose some challenges, as we use unprocessed, noisy
SAR images. Due to the structure of MIM, which involves
an encoder and a lightweight reconstruction decoder, only
low-frequency components of the images are reconstructed
[27, 63], making the SAR reconstruction slightly difficult.
Specifically, we visualized the statistics [6] and SSI [55]
value before and after the reconstruction for both HV and
VV bands (Figure 5).

4.2. Geospatial downstream evaluation
4.2.1 Scene classification.

One prevalent remote sensing application is classification.
We evaluate our pretraining model on BEN, a dataset exten-
sively used in other literature [8, 15, 38, 39, 62]. BEN [56]

27856



Dataset # Application

Scenes classification
Land segmentation
cloud removal
Pan-sharpening

Big Earth Net [56]
Vaihingen [49]
SEN12MS-CR [19]
SpaceNet

GSD Sensor modality ~ # Channels
10m - 60m  SAR / Sentinel-2 2/14
0.09m DSM /RGB 173
10-60m  SAR/ Sentinel-2 2/14
0.Im - 10m WorldView 3 8

Table 2. Downstream tasks. It covers various use cases in geospatial domain, with a range of ground sample distances and sensor modalities.

Methods 10% BEN 100% BEN SEN12MS-CR SpaceNet Vaihingen
mAP (1) mAP (1) MAE{) SAM({) SSIM (1) PSNR (1) SSIM () mIOU (1)
SeCo [38] 82.6 87.8 - - - - - 68.9
SatMAE [15] 82.1 - - - - 22.742 0.621 70.6
MoCoV2 [§] - 89.3 - - - - - -
DINO-MC [62] 84.2 88.6 - - - - - -
GFM [39] 86.3 - - - - 22.599 0.638 75.2
Random 82.6 86.2 0.048 14.78 0.572 21.825 0.594 67.0
IN-22k [36] 85.7 89.5 - - - 21.655 0.612 74.7
msGFM 87.5 92.9 0.026 4.87 0.842 22.850 0.668 75.8

Table 3. Quantitative results of all the downstream tasks (Table 2) from msGFM (ours) compared to other pretrained models. Results are

replicated from the previous reports. Random: random initialization.

DSM ->RGB RGB ->DSM S2->SAR

SAR->S2

Reconstruction Input

Ground Truth

Figure 3. Examples of cross-sensor pretraining. The first row
represents the input before masking, the second row depicts the
reconstruction, and the third row shows the ground truth.

is a large-scale imbalanced remote sensing dataset specifi-
cally designed for multi-label classification tasks. The data
includes pairs of 12-band Sentinel-2 images along with their
corresponding 2-band SAR images. We employ the data
split and 19-class evaluation, as is standard in the literature
[15, 38, 39, 42]. In Table 3, we report the mean average
precision (mAP) results on BEN for all methods. Our model
can provide robust performance against other pretraining
methods [8, 15, 36, 38, 39, 62], including ImageNet-22k
[36]. More results of the random initialization and ImageNet
initialization can found in previous studies [15, 39].

Methods MAE (]) SAM () SSIM (1)
SAR-Opt-cGAN [25]  0.043 15.49 0.764
DSen2-CR [40] 0.031 9.47 0.874
GLE-CR [65] 0.027 7.65 0.885
msGFM 0.026 4.87 0.842

Table 4. Quantitative results of cloud removal, compared to existing
models that are specially designed for cloud removal. Results are
replicated from the original paper.

4.2.2 Cloud removal

The majority of optical observations acquired via spaceborne
Earth imagery are affected by clouds, presenting challenges
in reconstructing cloud-covered information in current stud-
ies. While optical imagery is impacted by adverse weather
conditions and the lack of daylight, SAR sensors remain
unaffected, offering a valuable source of complementary in-
formation. Consequently, performing cloud removal tasks
without SAR data significantly degrades task performance
[65]. We evaluate our model on SEN12MS-CR [19]. The
results, presented in Table 4, show promising performance
in Spectral Angle Mapper (SAM) and Mean Absolute Er-
ror (MAE), outperforming existing cloud removal models
[25, 40, 65]. Additionally, the Structural Similarity Index
Measure (SSIM) metric yields comparable results to these
methods. Our multisensor pretraining approach, incorporat-
ing SAR data, facilitates effective cloud removal. In contrast,
other geospatial pretraining models that rely solely on op-
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tical data fall short in demonstrating their cloud removal
capabilities, as shown in Table 3.

4.2.3 Pan-sharpening.

Pansharpening, akin to super-resolution, involves combining
a high-resolution grayscale panchromatic image with the
color information from a low-resolution multispectral image
to generate a high-resolution color image. For this assess-
ment, we utilized the SpaceNet2 dataset, following the meth-
ods in [39]. We juxtaposed the performance of our model
with a series of baseline models, measuring the outcomes
using peak signal-to-noise ratio (PSNR) and SSIM. As illus-
trated in Table 3, our model demonstrates superior perfor-
mance over its competitors. Notably, the SpaceNet dataset,
which comprises images from the WorldView-3 satellite—a
source not included in our pretraining data—demonstrates
the strong transferability of our pretrained model across di-
Verse sensors.

4.2.4 Segmentation

Segmentation is another popular remote sensing application
for enabling automated extraction of building footprints or
land cover mappings over wide regions. We therefore con-
duct experiments on this task using Vaihingen [49], which
is an urban semantic segmentation dataset collected over
Vaihingen, Germany at a GSD of 0.9m. The experiment set-
tings are the same as [39]. We report the intersect of union
(IoU) segmentation results for all methods in Table 3. Our
approach is able to provide the best result.

4.3. Comparison with single sensor pretraining.

To underscore the pivotal role of multiple sensor modalities
in pretraining and validate that our method leads to mul-
tisensor synergy, we compare our multisensor pretraining
approach using GeoPile-2 with models pretrained on only
one sensor modality (i.e., either SAR or Sentinel-2) from
SEN12MS [52]. We assess the performance of these models
on the BEN [56] and SEN12MS-CR [19], employing both
sensors individually and in combination. Figure 4 highlights
two advantages of our model: (1) The multisensor pretrain-
ing model consistently outperforms models pretrained with a
single sensor modality, as indicated by superior performance
across all columns when the sensor modality is fixed. (2)
Using both sensors for tasks like land use classification and
cloud removal leads to enhanced performance, demonstrated
by higher accuracy across all rows when the pretraining data
is fixed.

The second advantage can be attributed to the comple-
mentary data provided by both sensors. Sentinel-2 images
are widely used for land use and land cover classification
tasks due to their rich spectral information. In contrast, SAR
images offer critical insights for identifying water bodies and
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Figure 4. Comparison of our multisensor approach with single
modality pretraining on 10% of the BEN dataset (left) using mAP
(1) and 1% of SEN12MS-CR (right) using SAM ({). Given the
reduced dataset size for cloud removal (1% of SEN12MS-CR), we
conduct the experiment in three replicates and report both the mean
(top line in each cell) and standard deviations (bottom line in each
cell).

urban structures, capturing the radar backscatter properties
of the Earth’s surface. We observe that different tasks have
various responses to multisensor data, a phenomenon also
evident in the cloud removal task previously studied [65].

Notably, even when evaluating the BEN dataset using
only the Sentinel-2 modality, our method still achieves supe-
rior results compared to other pretraining methods (86.8%).
This demonstrates that the improvement of msGFM is not
solely due to an increase in sensor modality within the down-
stream tasks.

4.4. Pretraining from scratch performs better.

In geospatial tasks, especially within the RGB spectrum, it is
common to use backbones pretrained on ImageNet [48, 61],
or to leverage features distilled from such models [39]. Con-
sequently, we assess the efficacy of leveraging established
vision pretrained models for multisensor geospatial pretrain-
ing. For fair comparisons, all experiments are trained for
100 epochs.

In one experiment, we extract intermediate features fol-
lowing the methodology in [39] and benchmark them against
embeddings obtained from ImageNet-22k. We also conduct
a parallel experiment utilizing the CLIP model [45], known
for its robust multimodal representation learning.

The results, shown in Table 5, indicate that feature dis-
tillation from ImageNet-22k outperforms that from CLIP
[45] in terms of performance. Additionally, we explore the
EVA method [20], which deviates from traditional MIM ap-
proaches like MAE [27] by reconstructing CLIP features of
masked patches rather than the patches themselves. Contrary
to expectations, EVA, despite its established superiority in
other contexts, does not perform as well in our downstream
evaluations. This indicates that CLIP features [45] may
face a significant domain gap when applied to multisensor
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Methods 1% BEN 10% BEN SEN12MS-CR SpaceNet Vaihingen

mAP (1) mAP(t) MAE({) SAM{) SSIM (1) PSNR (1) SSIM (1) mIOU (1)
Distilled from ImageNet22K [17] 79.4 86.4 0.035 6.42 0.726 22.107 0.621 72.9
Distilled from CLIP [45] 76.6 83.8 0.051 8.96 0.707 22.559 0.674 69.3
Reconstruct CLIP (EVA [20]) 73.5 80.6 0.053 9.96 0.689 21.778 0.591 65.7
From scratch 80.9 87.2 0.026 5.04 0.821 22.742 0.677 74.8

Table 5. Distillation from other pretraining model vs pretraining from scatch

Pretraining strategies Cross sensor 1% BEN 10% BEN SEN12MS-CR SpaceNet Vaihingen

MoE cross-sensor  percentage mAP (1) mAP(f) MAE({) SAM({) SSIM (1) PSNR (1) SSIM (1) mIOU (1)
X X 0% 78.3 86.2 0.038 8.19 0.735 22.333 0.589 72.8
v X 0% 78.5 86.2 0.026 5.11 0.767 22.528 0.637 73.4
X v 50% 80.7 86.9 0.036 8.67 0.753 22.518 0.611 74.6
v v 100% 80.5 86.8 0.026 4.96 0.789 22.634 0.649 74.4
v v 50% 80.9 87.5 0.026 5.04 0.821 22.742 0.677 74.8

Table 6. Quantitative results of msGFM, with and without MoE/cross sensor reconstruction.

geospatial data.

Conversely, the highest accuracy for multisensor geospa-
tial pretraining is achieved when models are trained from
scratch. The lower performance of distillation methods is
attributed to the pronounced domain gap between natural
images and geospatial-specific sensors. Furthermore, dis-
tillation inherently limits the student model’s performance
to that of the teacher model [39]. This domain gap arises
from fundamental differences in the physical mechanisms of
optical and microwave remote sensing: while optical remote
sensing relies on the reflection and absorption of electromag-
netic radiation, microwave remote sensing operates based
on the scattering, penetration, and dipole-interference of
microwaves [21]. Given that natural images are primarily
captured by optical sensors, this leads to a considerable do-
main discrepancy.

This finding highlights the need for robust foundation
models tailored to the geospatial domain, capable of accom-
modating diverse sensor data and improving multisensor task
performance.

4.5. Ablation studies

In the proposed msGFM model, we incorporate both cross-
sensor pretraining paradigms and the Mixture of Experts
(MoE). In an ablation study, we present the results when
either MoE or cross-sensor pretraining is omitted. As shown
in Table 6, removing MoE from the model results in simi-
lar performance on the some datasets, while other tasks see
a more substantial decrease. This uneven response across
different tasks aligns with observations made in several pre-
vious multi-modal studies [66]. On the other hand, removing
the cross-sensor paradigm leads to a consistent performance
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decline across all tasks.

It is natural to question how the proportion of sensor
crossing affects performance. To explore this, we perform an
ablation study on the percentage of sensors subject to cross-
reconstruction. Our results suggest that a sensor crossing
rate of 50% provides slightly superior outcomes compared
to a rate of 100%. This indicates that the optimal sensor
crossing strategy maintains a balance between the benefits
of cross-reconstruction and the retention of sensor-specific
information, consequently enhancing performance across a
diverse range of geospatial tasks.

5. Conclusion

We introduce a multisensor pretraining model that leverages
a novel cross-sensor paradigm to facilitate joint representa-
tion learning. This approach adeptly captures the intricate
relationships between corresponding sensors. Built on a com-
prehensive multisensor dataset of over 2 million images, our
model showcases outstanding performance across a variety
of multisensor downstream tasks.

Looking ahead, there’s potential to augment the model’s
utility for downstream tasks where temporal information
plays a pivotal role, such as in predicting ecosystem changes.
The integration of temporal data holds immense value but in-
troduces considerable challenges, primarily due to the signif-
icant increase in pre-training costs associated with incorpo-
rating temporal elements. Thus, the effective amalgamation
of spatial and temporal information into a pretrained model
demands more than just the inclusion of data; it necessitates
a profound rethinking of methodological design.
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