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Abstract

We propose a practical approach to JPEG image de-
coding, utilizing a local implicit neural representation with
continuous cosine formulation. The JPEG algorithm sig-
nificantly quantizes discrete cosine transform (DCT) spec-
tra to achieve a high compression rate, inevitably result-
ing in quality degradation while encoding an image. We
have designed a continuous cosine spectrum estimator to
address the quality degradation issue that restores the dis-
torted spectrum. By leveraging local DCT formulations,
our network has the privilege to exploit dequantization and
upsampling simultaneously. Our proposed model enables
decoding compressed images directly across different qual-
ity factors using a single pre-trained model without rely-
ing on a conventional JPEG decoder. As a result, our
proposed network achieves state-of-the-art performance in
flexible color image JPEG artifact removal tasks. Our
source code is available at https://github.com/
WooKyoungHan/JDEC.

1. Introduction

Within the dynamic evolution of high-efficiency image
compression, it is notable that JPEG [33] maintains a piv-
otal position. JPEG, renowned for its compatibility and
standardization, is the most famous image coder-decoder
(CODEC) among conventional lossy compression methods.
Therefore, a high-quality JPEG decoder applies to all exist-
ing compressed JPEG files. JPEG reduces file size through
downsampling color components and quantizing the dis-
crete cosine transform (DCT) spectra, which leads to a com-
plicated loss of image information and distortion. Conse-
quently, the design of a high-quality JPEG decoder presents
a dual challenge: 1) the restoration of complex losses from
the JPEG encoder and 2) the modeling of a network that
employs a spectrum as an input and its image as an output.

Many deep neural networks (DNNs) have been pro-
posed as promising solutions for the JPEG artifact removal

*Corresponding author.

Figure 1. Overall concept of proposed JPEG decoding Instead
of using a conventional JPEG decoder to refine the high-quality
(HQ) image from the low-quality (LQ) image, our JDEC directly
decodes the LQ spectrum by learning a continuous spectrum.

[11, 14, 18, 24, 35–37]. Most existing methods, such as
[11, 24], are dedicated to specific quality factors, provid-
ing multiple models to cover JPEG compression. In recent
studies [14, 18], the quality-dedicated problem has been ad-
dressed through the utilization of quantization maps [14]
or the estimation of quality factors [18]. The existing arti-
fact removal networks commonly take the decoded image
as input, even though the encoded spectrum contains more
information than the decoded image, according to the data
processing inequality [10]. The property is explained in the
supplement material.

Due to the characteristics of the JPEG algorithm, it is
non-trivial to design a neural network that takes spectra
as inputs [15, 34]. Park et al. [28] proposed a method
of processing spectra to transformers. In the context of
spectral processing, our approach extends beyond proposed
classification networks [15, 28, 34] by leveraging the ca-
pabilities of the embedding strategy, paving the way for
more effective decoding. The spectrum conversion aligns
with recent advancements in implicit neural representa-
tion (INR), where methods adopting sinusoidal functions
[5, 16, 20, 21, 27, 32] have demonstrated significant ad-
vancement across various tasks.

In this paper, we propose an advanced model, the
JPEG Decoder with Enhanced Continuous cosine coef-
ficients (JDEC), for retrieving high-quality images from
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JPEG (q = 100) FBCNN [18] JDEC (ours)

45.31 (dB) / 0.146 43.87 (dB) / 0.175 46.80 (dB) / 0.139
Figure 2. Visual Demonstration at q = 100 (PSNR (dB) ↑ /
Bit-Error-Rate (BER) ↓) of decoding compressed image: JPEG
(quality factor = 100), image enhancement approach [18] pre-
dicted from JPEG image (q = 100), and JDEC (ours) predicted
directly from a JPEG bit-stream. We highlight the occurrence of
bit errors overlaid with green dots.

compressed spectra. As an artifact removal network, our
JDEC does not require a conventional JPEG decoder com-
pared to existing methods shown in Fig. 1. JDEC captures
the dominant frequency and its amplitude, thereby repre-
senting the high-quality spectrum through continuous co-
sine formulation (CCF). The CCF module estimates a con-
tinuous form of a given discrete cosine spectrum. The pro-
posed model represents a considerable improvement in de-
coding JPEG bitstream. As shown in Fig. 2, our JDEC
decodes high-quality images with fewer bit errors than the
original JPEG decoder.

In summary, our main contributions are as follows:
• We propose a local implicit neural representation that de-

codes JPEG files across various quality factors (QF) with
continuous cosine spectra.

• We show that the suggested continuous cosine formula-
tion module lets the network predict spectra highly corre-
lated with the ground truth’s spectrum.

• We demonstrate that our proposed method operates as a
practical decoder, delivering superior image quality, in-
cluding the generally used quality factor.

2. Related Work

JPEG Background According to Shannon’s source coding
theorem [30], a loss of image information is unavoidable
to achieve high-efficiency compression. The JPEG initiates
the encoding process by decomposing an input RGB image
to luminance and chroma components [33]. The chroma
components are downsampled using the nearest neighbor
method by a factor of ×2. The JPEG subtracts the mid-
point of the pixel value (=128) to images and divides it
into 8 × 8 crops. Then, each crop is transformed into 2D-
DCT [2] spectra. Following this, the encoder quantizes the
spectrum of each block using a predefined quantization ma-
trix depending on a quality factor q, and then the quantized
spectrum is coded using Huffman coding. We illustrate the
process of the JPEG encoder in Fig. 3.

Due to the nature of DCT, the energy of spectra is
concentrated in low-frequency components. Since the
quantization matrix treats high-frequency components more
severely than low-frequency components, most distortions

Figure 3. Overall process of the JPEG encoder. Luminance
and chroma components are separated from an RGB image. Both
components are converted to DCT spectra and quantized with a
pre-defined quantization matrix (Q-map). All losses occur in the
orange area.
occur in the high-frequency components. In the JPEG de-
coder, the quantization matrix is directly applied to the
quantized spectra, transforming them into images. Con-
sequently, all incurred losses, especially those in high-
frequency components, are directly conveyed to the result-
ing image.
JPEG Artifact Removal To address the aforementioned
problem, learning-based methods have enhanced the qual-
ity of a decoded image. Dong et al. [11] introduced a neu-
ral network that utilizes a super-resolution network [12] for
JPEG artifact removal. Most of the proposed neural net-
works are dedicated to a specific quality factor [7, 8, 11, 23].
To tackle the quality-dedicated issue, Jiang et al. [18] pro-
posed a method to estimate a quality factor, solving flexible
JPEG artifact removal and handling a double JPEG artifact.
However, the existing artifact removal methods take images
as input, incorporating the conventional JPEG decoder be-
fore using their network. Recently, Bahat et al. [4] proposed
a novel method for JPEG decoding, which takes spectra as
input. However, the proposed method does not consider
color components with trainable decoding and does not re-
cover high-quality factors.
Learning in the Frequency domain In an image classifica-
tion task, skipping a conventional JPEG decoding [15, 34]
has been proposed, especially optimizing CNNs. Embed-
ding techniques [15] tackle the size mismatch issue between
luma and chroma components, such as upsampling chroma
components before forwarding to a network and upsam-
pling chroma features after forwarding to a shallow net-
work. The proposed methods boost computation time with-
out dropping the original performance. Recently, the ap-
proach adopting vision transformers [13] instead of CNNs
has promising performance [28]. We adopt the proposed
embedding method from [28] and modified [25] SwinV2
transformer suitable for image decoding.

3. Method
Problem Formulation Let IGT ∈ RH×W×3 be a ground-
truth RGB image. The JPEG encoder separates IGT to lu-
minance component (IY ∈ RH×W×1) and chroma compo-
nents (IC ∈ RH×W×2) and downsamples chroma compo-
nents by a factor of 2, i.e. (I↓C ∈ RH

2 ×W
2 ×2). The super-
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Figure 4. Decoding a JPEG bitstream with the proposed JDEC. JDEC consists of an encoder (Eφ) with group spectra embedding (gϕ),
a decoder (fθ), and continuous cosine formulation (Tψ). Inputs of JDEC are as follows: compressed spectra (X̃Y, X̃C), quantization map
Q. Note that our JDEC does not take Ĩ as an input. JDEC formulates latent features into a trainable continuous cosine coefficient as a
function of block grid δ and forward to INR (fθ). Therefore, each B ×B block shares the estimated continuous cosine spectrum.

script ↓ indicates a ×2 downsampling. Then, each compo-
nent is divided into 8 × 8 blocks (I ∈ R8×8 ⊂ IY, I

↓
C).

2D-DCT [2] into spectra X ∈ R8×8 is defined as below:

DCT (I) := X = DID⊤. (1)

The orthonormal basis matrix D(= D8) is defined as:

DN := [α]⊙ cos([π[Fk|N ]N−1
k=0 ⊗ [k]N−1⊤

k=0 ]) (2)

=

√
2

N


1√
2

1√
2

··· 1√
2

cos( 1π
2N ) cos( 3π

2N ) ··· cos( (2N−1)π
2N )

...
...

. . .
...

cos( (N−1)π
2N ) cos( 3(N−1)π

2N ) ··· cos( (2N−1)(N−1)π
2N )

 .
where Fk|N := (2k+1)/2N is a fixed frequency of a coor-
dinate k with a given sizeN and [α] is the scaling matrix for
orthonormality. The operations ⊗ and ⊙ are a Kronecker
product and element-wise multiplication, respectively.

Quantization is conducted with a predefined quantization
matrix Q = [QY;QC] ∈ N8×8×2 s.t.

C̃ :=

⌊
X⊙ 1

Q

⌉
, X̃ = C̃⊙Q, (3)

where ⌊·⌉ is a round operation that maps to the near-
est integer. 1/Q denotes an element-wise division. The
JPEG encoder compresses the header Q and the body of

a code C̃ separately. In the decoder part, the JPEG re-
stores the image from the compressed header and body by
Ĩ = DCT−1(C̃⊙Q).

To summarize this, the corrupted JPEG image Ĩ is ob-
tained by[

ĨY
ĨC

]
=

[
DCT−1(⌊DCT (IY)⊙ 1

QY
⌉ ⊙QY)

DCT−1(⌊DCT (I↓C)⊙
1

QC
⌉ ⊙QC)

↑

]
, (4)

where the superscript ↑ indicates ×2 upsampling in the spa-
tial domain. We here observe from Eq. (4) that most of
the loss of image information is induced by the quanti-
zation step. The shape of the chroma component X̃C ∈
RH

2 ×W
2 ×2 is different from the luminance component

X̃Y ∈ RH×W×1. We will consider observations in the de-
sign of our proposed network.

We propose a JPEG decoder network, JDEC JΘ, defined
by

JΘ : (X̃Y, X̃C;Q) 7→ Î. (5)

The network directly accepts quantized spectrum X̃Y and
X̃C with a quantization matrix as the network inputs, en-
abling to decode JPEG directly from encoded JPEG data.
Our proposed JDEC comprises mainly three parts: encoder
Eφ with group embedding, continuous cosine formulation
Tψ , and decoder fθ with an implicit neural representation.
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Figure 5. Graphical summary of fθ(Tψ(δ, z;Q)). Each 1 × 1-
sized feature z maps into a B×B pixel area. Tψ embeds the local
coordinates of B ×B area and forwards to fθ .

Encoder (Eφ) The encoder is a function
Eφ : (X̃Y, X̃C) 7→ z ∈ RH

B ×W
B ×C . We model the

encoder Eφ by using SwinV2 [25]. To allow the different
shape of spectrum X̃Y and X̃C, we apply the group spectra
embedding layer gϕ proposed by [28]. The embedding
layer (gϕ) transforms luminance and chroma spectra
through two steps. We convert 8× 8 spectra into B×B for
luma and B/2×B/2 for chroma via sub-block conversion
[17] in the (a) part of gϕ in Fig. 4. We implement the block
size B = 41.

X′
Y = D∗

B(D
⊤XYD)D

∗⊤
B , (6)

X′
C = D∗

B/2(D
⊤XCD)D

∗⊤
B/2, (7)

whereD∗
N indicates a block diagonal matrix with size 8×8.

In part (b) of Fig. 4, spectra are reshaped and concatenated
to RH

B ×W
B × 3B2

2 which is the sum of converted size. Then
initialized latent vector z′ ∈ RH

B ×W
B ×C are conducted in

(b) part of gϕ. Following the prior work, [22], we adopt the
deep feature extractor, replacing the Swin attention module
with the SwinV2 attention module.
Continuous Cosine Formulation (Tψ) Each JPEG block
shares a distorted DCT spectrum. Modifying the entire
spectrum is required to restore the distortion of a block.
To address the spectrum distortion issue derived from the
JPEG encoder, we introduce Continuous Cosine Formula-
tion (CCF) module, which enhances the cosine spectrum.
The CCF constructs a continuous spectrum corresponding
to B×B embedded block by estimating dominant frequen-
cies and amplitudes of a cosine transform. Illustrated in Fig-
ure 5, each block has identical amplitudes and frequencies
within the embedded block coordinate δ := [(i, j)]

B−1
i,j=0.

Our CCF takes a latent vector z from encoder Eφ and a
quantization matrix Q. The CCF Tψ consists of three el-
ements: frequency estimator hf : RC 7→ R2K , coefficient
estimator hc : RC 7→ RK , and quantization matrix encoder
hq : R128 7→ RK . Each frequency and coefficient estima-
tor comprises sequential convolution and non-linear acti-
vation layers. As a method for quantization recovery, we
implement an amplitude recovery method as described be-
low, drawing inspiration from the existing dequantization

1B should be divisor or multiple of 16

network [16],

X̂ = C⊙Q′ ∼ Eq. (3), (8)

where Q′ = hq(Q) and C = hc(z).
We hypothesize that estimating the frequency compo-

nents effectively mitigates aliasing (i.e., quantization and
downsampling) derived from JPEG. It has been demon-
strated that trainable frequencies and phasors effectively
mitigate upsampling and dequantization [16, 21].

We thus formulate the CCF module approximatesB×B
spectral features from the fiber of z:

Tψ(z, δh,w;Q) =X̂⊗ (cos(πFh ⊗ δh)⊙ cos(πFw ⊗ δw)),
(9)

where [Fh;Fw] = hf (z). δh,w denotes vertical and hor-
izontal coordinates of δ. Note that X̂,Fh,Fw ∈ RK are
amplitude and frequencies for the spatial coordinate δ, re-
spectively. i.e. the CCF maps embedded features and block
coordinates by Tψ : (R1×1×C ,RB×B×2) 7→ RB×B×K .
Decoder (fθ) Our decoder fθ : RK 7→ R3 is a local implicit
neural representation function of {z,Q}, δ. i.e. :

Î = fθ(X̂⊗ (cos(πFh ⊗ δh)⊙ cos(πFw ⊗ δw))). (10)

Therefore, in the B × B block of Eq. (10), the estimated
basis of X̂ and its reconstruction follows:

I = D⊤XD ≃ f ′θ(ΛhX̂
′Λw), (11)

where Λh,w = cos([πFh,w ⊗ δh,w]) and f ′θ satisfy fθ =
f ′θ ◦ W for a trainable fully-connected layer W . With a
linear layer W , the Eq. (10) complete the quadratic form
Λ1X̂

′Λ2 = W (Tψ(z,Q; δ)) by including summation of
features. We optimize a set of trainable parameters Θ :=
{φ;ψ; θ} with the equation below:

Θ̂ = argmin
Θ

||IGT − Î(X̃Y, X̃C,Q; Θ)||1. (12)

We will demonstrate the estimated frequencies (Fh,Fw)
and amplitudes X̂ of networks follows X in the following
section.

4. Experiments
4.1. Network Details

Encoder (Eφ) and Decoder (fθ) The linear layer in group
spectra embedding module gϕ has an embedding size C
of 256. We modified the deep feature extract part of
SwinIR [22]. The window attention module is replaced with
SwinV2 [25], with a window size of 7. [22] and [28] re-
ported that a window size of 8 significantly drops the per-
formance of the network. Each residual Swin transformer
block includes 6 Swin transformer layers. The decoder fθ is
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Figure 6. RD curve results on LIVE-1 [31] (top left), ICB [29] (top right), BSDS500 [3] (bottom left). We highlight the high-quality factor
parts q ∈ [90, 100] in the bottom right part. We show PSNR as a measure of distortion (higher is better). We observe that our JDEC
decodes high-quality images better than other methods.

Test LIVE-1 [31] BSDS500 [3] ICB [29]
Method q = 10 q = 20 q = 30 q = 40 q = 10 q = 20 q = 30 q = 40 q = 10 q = 20 q = 30 q = 40

JPEG 25.69|24.20 28.06|26.49 29.37|27.84 30.28|28.84 25.84|24.13 28.21|26.37 29.57|27.72 30.52|28.69 29.44|28.53 32.01|31.11 33.20|32.35 33.95|33.14
0.759 0.841 0.875 0.894 0.759 0.844 0.880 0.900 0.753 0.807 0.833 0.844

DMCNN [36] 27.18|27.03 29.45|29.08 - - 27.16|26.95 29.35|28.84 - - 30.85| - 32.77| - - -
0.810 0.874 - - 0.799 0.866 - - 0.796 0.830 - -

IDCN [37] 27.62|27.32 30.01|29.49 - - 27.61|27.22 28.01|25.57 - - 31.71| - 33.99| - - -
0.816 0.881 - - 0.805 0.873 - - 0.809 0.838 - -

Swin2SR* [9] 27.98| - - - 32.53| - - - - - 32.46| - - - 36.25| -
- - - - - - - - - - - -

DnCNN [35] 26.68|26.47 29.12|28.77 30.43|30.04 31.34|30.94 26.82|26.53 29.26|28.74 30.63|30.02 31.59|30.92 29.78|29.71 31.99|31.90 32.98|32.89 33.52|33.42
0.794 0.866 0.895 0.911 0.793 0.867 0.898 0.915 0.726 0.765 0.786 0.978

QGAC [14] 27.65|27.43 29.88|29.56 31.17|30.77 32.08|31.64 27.75|27.48 30.04|29.55 31.36|30.73 32.29|31.53 32.12|32.09 34.22|34.18 35.18|35.13 35.71|35.65
0.819 0.882 0.908 0.922 0.819 0.884 0.911 0.926 0.814 0.844 0.859 0.865

FBCNN [18] 27.77|27.51 30.11|29.70 31.43|30.92 32.34|31.80 27.85|27.53 30.14|29.58 31.45|30.74 32.36|31.54 32.18|32.15 34.38|34.34 35.41|35.35 36.02|35.95
0.816 0.881 0.908 0.923 0.814 0.881 0.909 0.924 0.813 0.844 0.859 0.869

JDEC (ours) 27.95|27.71 30.26|29.87 31.59|31.12 32.50|31.98 28.00|27.67 30.31|29.71 31.65|30.88 32.53|31.68 32.55|32.51 34.73|34.68 35.75|35.68 36.37|36.28
0.821 0.885 0.911 0.925 0.819 0.885 0.912 0.927 0.818 0.847 0.862 0.871

Table 1. Quantitative comparisons (PSNR (dB) | PSNR-B (dB) (top), SSIM (bottom)) with the color JPEG artifact removal networks. Red
and blue colors indicate the best and the second-best performance, respectively. (-) indicates not reported. (*) indicates using additional
datasets. Note that only JPEG [33] and our JDEC get spectra as input.

an MLP composed of 5 linear layers with 512 hidden chan-
nels K and ReLU activations.
CCF The CCF includes a frequency estimator hf , an am-
plitude estimator hc, and a quantization matrix encoder hq .
[16, 20, 21] show that learning frequency, phase, and ampli-
tude components enhance the performance of the INR. The
quantization matrix encoder hq is a single fully connected
layer, having 512(= K) channels. The amplitude and fre-
quency estimator (hc, hf ) is designed with two 3×3 convo-
lutional layers with a ReLU activation. The frequency esti-
mator has 2K(= 1024) output channels for h and w axis,

while the amplitude estimator has K(= 512) channels.

4.2. Training

Dataset Following the previous work [14, 18], we use
DIV2K and Flickr2K [1]. Each dataset contains 800 and
2650 images, respectively. For generating synthetic JPEG
compression, we use the OpenCV standard [6]. We com-
press images using randomly sampled quality factors with
steps of 10 in the range [10,100]. We directly extract quan-
tization maps Q and coefficients of spectra C̃ from JPEG
files and construct spectra X̃, following the Eq. (3). Since

2788



B
SD

S5
00

[3
]

L
IV

E
1

[3
1]

DnCNN [35] QGAC [14] FBCNN [18] JDEC (ours) GT

Figure 7. Qualitative comparison in color JPEG artifact removal (q = 10).

RGB Image

JPEG DnCNN [35] QGAC [14]

FBCNN [18] JDEC (ours) GT (IC)

RGB Image

JPEG DnCNN [35] QGAC [14]

FBCNN [18] JDEC (ours) GT (IC)

Figure 8. Qualitative comparison in chroma components Ic of
images (q = 10).
the dynamic range of spectra depends on frequency, we
should normalize spectra in a range of [−1, 1]. The quan-
tization maps are normalized with the same normalization
function. The ground truth (GT) images are prepared with
a range of [−0.5, 0.5] because the JPEG encoder subtracts
the midpoint of the image range (=128).
Implementation Detail We use 112 × 112 patches as in-
puts to our network. This size is chosen because it is the
least common multiple of the minimum unit size of color
JPEG (16 × 16) and the window size of our Swin architec-
ture [25] (7 × 7). The network is trained for 1000 epochs
with batch size 16. We optimize our network by Adam [19].
The learning rate is initialized as 1e-4 and decayed by factor
0.5 at [200, 400, 600, 800].

4.3. Evaluation

Quantitative Result For evaluation, we use LIVE-1 [31],
testset of BSDS500 [3] and ICB [29] dataset. In the as-
pect of the JPEG decoder, we present the rate-distortion

Luma(IY)|Chroma(IC)
Method q = 10 q = 20 q = 30 q = 40

JPEG 34.39|35.77 37.32|38.90 39.85|40.72 39.82|39.59
DnCNN [35] 35.30|35.85 37.60|38.01 38.78|38.96 39.45|39.51
QGAC [14] 37.28|38.18 39.75|39.94 41.00|40.69 41.73|41.09

FBCNN [18] 37.12|38.36 39.71|40.21 40.97|41.04 41.81|41.50
JDEC (ours) 37.32|38.90 39.85|40.72 41.11|41.52 41.92|41.96

Table 2. Quantitative comparisons of each components in ICB [29]
datasets. (PSNR(dB))

curve to illustrate the trade-off between bits-per-pixel (bpp)
and peak signal-to-noise ratio (PSNR) where quality fac-
tors in a range of [10, 100]. We observed that BSDS500 [3]
is saved as JPEG with a quality factor of 95. Therefore,
the reported BSDS500 data is within a quality factor of 90.
We compare our JDEC against existing compression artifact
removal models: DnCNN [35], QGAC [14], and FBCNN
[18] in Fig. 6. The selected models cover a relatively wide
range of quality factors with a single network. We evalu-
ate DnCNN [35] following the suggested method in QGAC
[14], with channels being processed independently. Despite
QGAC [14] having a training range of [10, 100], it experi-
ences a drop in performance in the range of (90, 100] across
all datasets. FBCNN [18] also exhibits a performance drop
in the range of [95, 100] when evaluated on the LIVE-1 [31]
dataset. In comparison, JDEC outperforms all other meth-
ods, regardless of the quality factor or dataset.

Regarding JPEG artifact removal, we report PSNR,
structural similarity index (SSIM), and PSNR-B for esti-
mating de-blocking in Tab. 1. We include DMCNN [36],
IDCN [37], and transformer-based Swin2SR [9] as addi-
tional comparative groups since they cover a range of qual-
ity factors. Note that the Swin2SR has trained on a limited
range of quality factors in a range of [10, 40] with additional
datasets, including the train and test dataset of BSDS500
[3] and Waterloo [26]. We partitioned the data presented
in Tab. 1 to distinguish between networks operating within
limited and expansive ranges. Our JDEC shows remarkable
performance compared to other methods. The maximum
PSNR interval is 0.37dB on ICB for q = 10.

We demonstrate Tab. 2 to observe the restoration effects
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Test LIVE-1 [31]
Method q = 80 q = 90 q = 95∗ q = 100

JPEG 34.23|33.45 36.86|36.45 39.33|38.90 43.07|42.37
0.948 0.967 0.979 0.993

DNCNN [35] 35.01|34.69 37.29|36.97 39.20|38.79 41.15|40.59
0.954 0.970 0.980 0.987

QGAC [14] 35.75|35.19 37.75|37.20 37.50| 37.01 38.97|38.56
0.960 0.973 0.974 0.979

FBCNN [18] 36.02|35.41 38.25|37.68 40.23|39.65 42.23|41.52
0.961 0.974 0.983 0.990

JDEC (ours) 36.31| 35.73 38.72|38.17 40.41|39.90 45.14|44.20
0.963 0.976 0.983 0.995

Test ICB [29]
Method q = 80 q = 90 q = 95∗ q = 100

JPEG 36.34|35.82 37.72| 37.40 39.17|39.01 41.31|41.28
0.891 0.912 0.934 0.955

DNCNN [35] 35.57|35.44 36.75|36.64 37.99|37.92 39.73| 39.69
0.844 0.868 0.891 0.915

QGAC [14] 37.58|37.47 38.34|38.21 36.84|36.68 37.55|37.48
0.902 0.919 0.912 0.926

FBCNN [18] 38.03|37.91 39.17|39.03 40.36|40.22 41.61|41.52
0.902 0.920 0.938 0.951

JDEC (ours) 38.43|38.29 39.58|39.41 40.77|40.63 43.61|43.52
0.906 0.924 0.943 0.968

Table 3. Quantitative comparisons of high-quality images in
LIVE-1 [31] and ICB [29] datasets (PSNR|PSNR-B(dB)) (top),
SSIM (bottom). *: Quality factor 95 is a generally used default
quality factor in the JPEG encoder.

ID Method Quality Factor q
gϕ-(a) Tψ 10 20 30 40

0∗ 27.95|27.71 30.26|29.87 31.59|31.12 32.50|31.98
1 ✗ 27.76|27.51 30.04|29.62 31.35|30.84 32.25|31.68
2 ✗ 27.69|27.43 29.95|29.53 31.25|30.71 32.14|31.54
3 ✗ ✗ 26.90|26.61 28.37|28.06 28.73|28.36 28.96|28.57
4 Eq. (13) 27.88|27.64 30.21|29.83 31.54|31.07 32.45|31.93

Table 4. Quantitative ablation study of JDEC on LIVE-1 [31]
(PSNR|PSNR-B (dB)). ∗: ID-0 is the proposed method JDEC. The
definition of each ID number is shown in Sec. 4.4.

of two components of different sizes IY ∈ RH×W×1, IC ∈
RH

2 ×W
2 ×2. According to Tab. 2, the performance difference

in the chroma component IC is greater than the difference
of the luma component IY indicating an empirical upsam-
pling effect.

In Tab. 3, we show the comparison of the high-quality
image decoding. The ∗ mark indicates the commonly used
default quality factor of the JPEG, including OpenCV [6].
As a practical decoder for JPEG, only our JDEC decodes
the best images among other baselines, including the con-
ventional JPEG decoder.
Qualitative Result We show color JPEG artifact removal
task in Fig. 7. There are two main distortions of JPEG
compression: 1) lack of High-frequency components and 2)
color differences. We demonstrate the effect of our JDEC
in addressing the distortions in high frequencies in the first
row of Fig. 7. While other methods suffer from aliasing,
our JDEC successfully recovers the details of the butterfly’s
antennae. In the second row of Fig. 7, our JDEC relieves
color distortion derived from JPEG compression.

In Fig. 8, we sort out the chroma components from each
image to demonstrate the effect of our JDEC in relieving
color distortions. When observing the chroma components

Figure 9. Quantitative ablation study of JDEC on LIVE-1
[31] (RD-curve), against ablation models. Our proposed JDEC
achieves higher PSNR than any other models in most of the q val-
ues.
using other methods, it is noticeable that the chroma compo-
nents remain significantly distorted. However, our JDEC re-
stores them closer to the original. It demonstrates that JDEC
robustly restores color components subjected to quantiza-
tion and downsampling, effectively mitigating distortion.

4.4. Ablation Study

Network Components We conducted ablation studies for
the main components of our proposed JDEC. The proposed
method, CCF Tψ contains a frequency estimator which
makes JDEC learn enhanced spectra. To support this, we
train JDEC without a frequency estimator, directly forward-
ing concatenated coordinates (ID-1). We use additional
3×3 convolutional layers to have a comparable number of
parameters. The sub-block conversion is the main element
of encoder Eφ. The spatial area gains a degree of freedom
by using the sub-block conversion of the DCT matrix. We
conduct the ablation study of sub-block conversion by em-
bedding inputs directly (ID-2 of Tab. 4). The drop in perfor-
mance is severe when both components are missing (ID-3
of Tab. 4). We also observed that ID-3, training without
both the group embedding and CCF, leads to a significant
performance drop as shown in Fig. 9.
Fourier Features Comparing to the existing sinusoidal rep-
resentation, the formulation of [20] will be compatible for
our CCF. The modified Fourier feature is as follows :

C⊙
[
cos(π(F · δ + hq(Q))
sin(π(F · δ + hq(Q))

]
. (13)

We label the model using Eq. (13) instead of Tψ as ID-
4. The rate-distortion curve of all ablation models is illus-
trated in Fig. 9. As shown in Fig. 9, the maximum gain of
our CCF is 0.58dB against ID-4, where the quality factor is
100. Eq. (13) is considered as using additional terms than
ID-0 (JDEC) by trigonometric sum. However, it has led to
performance degradation as shown in Tab. 4.

4.5. Continuous Cosine Spectrum

In this section, we demonstrate that our CCF extracts dom-
inant frequencies and amplitudes from highly compressed
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JPEG (Input) GT JDEC(ours) X̂(Fh,Fw) in Fig. 5

(a) High-frequency
JPEG (Input) GT JDEC(ours) X̂(Fh,Fw) in Fig. 5

(b) Low-frequency
Figure 10. Comparison of the estimated spectra of the Contin-
uous Cosine Formulation (CCF). The quality factor of input is
10. The estimated CCF spectrum follows the spectrum of ground-
truth images despite severe distortion.

JPEG spectra. The ranges of input images (8×8) are high-
lighted with red boxes in each image. For visualization, we
observe components of CCF, including estimated frequen-
cies Fh,Fw and amplitudes X̂. We scatter frequencies in
2D space and assign a color to each amplitude. We quantize
the frequencies to [0, 50] with steps of 1 and interpolate to
continuous values. In Fig. 10a, most of the high-frequency
components have been removed. The estimated spectrum
with CCF is centered on high-frequency components de-
spite such circumstances. In the case of Fig. 10b, the dom-
inant components of the spectrum are focused on relatively
low-frequency. Even in this case, the extracted spectrum of
CCF is concentrated in the low-frequency elements as in the
ground truth.

5. Discussion

Implicit Neural Representation As discussed in Sec. 2 and
Eq. (4), a JPEG encoder downsamples chroma components.
Therefore, the JPEG decoder should map: RH

2 ×W
2 ×2 7→

RH×W×2 for chroma. Our JDEC addresses this issue
through CCF (Tψ) by embedding δ into 1×1-sized features,
making the proposed JDEC a function of δ. Our model is
able to decode high-resolution images when provided with
dense coordinates that were not observed during training.
We show the advanced additional upsampling results in the
supplement material.
Extreme Reconstruction We primarily propose a decoding
network to generate high-quality images due to its practical
applicability. Consequently, we pursued the network with-
out explicitly considering the scenario of high compression

JPEG (bpp : 0.052) FBCNN[18] JDEC+

22.62 (dB) 23.96 (dB) 26.70 (dB)

Figure 11. Reconstruction of the extremely compressed image
(q = 0) in LIVE-1 [31] dataset.

#Params. Mem. Time FLOPs PSNR|PSNR-B (dB)
Method (M) (GB) (ms) (G) q = 10 q = 40

FBCNN [18] 70.1 0.61 71.95 709.97 32.18|32.15 36.02|35.95
Swin2SR [9] 11.5≤ 2.79 2203.59 3301.5 32.46| - 36.25| -

JDEC 38.9 1.76 224.79 1006.72 32.55|32.51 36.37|36.28
JDEC-CNN† 26.2 0.81 56.59 476.33 32.31|32.27 36.19|36.09

Table 5. Computational resources & performance comparison for
a 560 × 560 pixels in ICB [29]. † :We replace the deep feature
extractor of Fig. 4 with a CNN structure for comparison with the
CNN-based model [18].

(q = 0). However, by incorporating all image quality fac-
tors within the range [0,100] with a step size of 10 during
the learning process, we successfully developed a decoding
method tailored for highly compressed images. We label
the additional network as JDEC+. As shown in Fig. 11, our
JDEC+ recovers the highly compressed images better than
image restoration models.
Computation Time and Memory In Tab. 5, we re-
port computational resources including the number of pa-
rameters, memory consumption, floating-point operations
(FLOPs), and computational time in GPU (NVIDIA RTX
3090 24GB). The input size is 560 × 560 for ours, while
other methods have the size of 512× 512.

6. Conclusion

We proposed a local implicit neural representation ap-
proach for decoding compressed color JPEG files. Our
JPEG Decoder with Enhanced Continuous cosine coeffi-
cients (JDEC) contains a novel continuous cosine formu-
lation (CCF) to extract a high-quality spectrum of images.
JDEC takes a distorted spectrum as an input of the network
and decodes it to a high-quality image regardless of the
given quality factor. The suggested CCF extracts the dom-
inant components of the ground truth spectrum, effectively.
The results of benchmark datasets demonstrate that our net-
work outperforms existing models as a practical JPEG de-
coder.
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