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…were searching both for a better life and … you could slap … And, and look at the scale of this story …

Figure 1. Examples of our generated gesture videos. White dashed arrows indicate gestures corresponding to bold words.

Abstract

Co-speech gestures, if presented in the lively form of
videos, can achieve superior visual effects in human-
machine interaction. While previous works mostly gener-
ate structural human skeletons, resulting in the omission
of appearance information, we focus on the direct gener-
ation of audio-driven co-speech gesture videos in this work.
There are two main challenges: 1) A suitable motion fea-
ture is needed to describe complex human movements with
crucial appearance information. 2) Gestures and speech
exhibit inherent dependencies and should be temporally
aligned even of arbitrary length. To solve these problems,
we present a novel motion-decoupled framework to gener-
ate co-speech gesture videos. Specifically, we first intro-
duce a well-designed nonlinear TPS transformation to ob-
tain latent motion features preserving essential appearance
information. Then a transformer-based diffusion model is
proposed to learn the temporal correlation between ges-
tures and speech, and performs generation in the latent mo-
tion space, followed by an optimal motion selection mod-
ule to produce long-term coherent and consistent gesture
videos. For better visual perception, we further design
a refinement network focusing on missing details of cer-
tain areas. Extensive experimental results show that our
proposed framework significantly outperforms existing ap-

proaches in both motion and video-related evaluations. Our
code, demos, and more resources are available at https:
//github.com/thuhcsi/S2G-MDDiffusion.

1. Introduction
Co-speech gestures, as a typical form of non-verbal be-

havior [7], convey a wealth of information and play an im-
portant role in human communication. Appropriate ges-
tures complement human speech and thus benefit compre-
hension, persuasion, and credibility [46]. Hence provid-
ing artificial agents with human-like and speech-appropriate
gestures is crucial in human-machine interaction.

To achieve this goal, several methods have been devel-
oped for automatic co-speech gesture generation, with a
particular focus on deep learning techniques. However, they
mostly aim at generating gestures as 2D/3D human skele-
tons. While relatively easy to generate, skeletons totally
discard appearance information and create a disparity with
human perception [23]. As a result, they need to be fur-
ther processed for better visualization. For example, some
work binds skeletons to custom virtual avatars and manu-
ally renders them using software like Blender and Maya,
consuming exhaustive human labor. Other studies [13, 27]
train independent image synthesizers [4] to translate skele-
tons into animated images, which still rely on hand-crafted
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annotations and yield noticeable inter-frame jitters.

Different from previous methods that only generate
skeletons, we aim to generate audio-driven co-speech ges-
ture videos directly in a unified framework, which is chal-
lenging due to the following two reasons: First, we need
to find a suitable motion feature that can describe both in-
tricate motion trajectories and complex human appearance.
A straightforward way is to design a two-stage pipeline
by first generating hand-crafted and pre-defined skeletons
as motion features and then synthesizing animated images
with them. However, skeletons only contain positions of
sparse joints and will lead to texture loss and accumulated
errors, making it unsuitable for our task. Another way is
to customize popular conditional video generation meth-
ods [11, 18, 30, 44] to solve our problem. These methods
usually encode videos into a latent space and then generate
content within this space using UNet-based diffusion mod-
els [14, 15, 33, 47]. However, they primarily concentrate on
general video generation with latent features derived from
VAEs lacking well-defined meaning and struggling to fil-
ter and retain necessary video information effectively. Di-
rectly applying them to videos concerning human motion
results in implausible movements and missing fine-grained
parts [30]. Second, gesture videos should be temporally
aligned with the input audio even of arbitrary length, while
it is still difficult to capture the inherent temporal dependen-
cies between gestures and speech. Besides, existing video
generation methods [30, 56] can only generate videos of
fixed length, for example, 2 seconds. Generating longer
consistent videos is either time-consuming or even impos-
sible, since it requires much more computational resources.

To address these challenges, in this paper, we propose
a novel unified motion-decoupled framework for audio-
driven co-speech gesture video generation. The overview
of our method is shown in Fig. 2. To decouple motion from
gesture videos while preserving critical appearance infor-
mation of body regions, we first carefully design a thin-plate
spline (TPS) [5, 55] transformation to model first-order mo-
tion, which is nonlinear and thus flexible enough to adapt
to curved human body regions. To be specific, we pre-
dict several groups of keypoints to generate TPS transfor-
mations, subsequently employed for estimating optical flow
and guiding image warping to generate corresponding ges-
ture video frames. Note that, gathered keypoints are consid-
ered as latent motion features, which allow for the explicit
modeling of motion while maintaining a small scale, eas-
ing the burden on the generation model. Then we introduce
a transformer-based diffusion model for generation within
the latent motion space, equipped with self-attention and
cross-attention modules to better capture the temporal de-
pendency between speech and motion. To further extend the
duration of generated videos, we propose an optimal motion
selection module, which considers both coherence and con-

sistency and helps to produce long-term gesture videos. Fi-
nally, for better visual quality, we present a UNet-like [29]
refinement network supplemented with residual blocks [52]
to capture local and global information of video frames,
drawing more attention to certain regions and recovering
missing details of appearance and textures.

To summarize, the main contributions of our works are
as follows:
• We present a novel motion-decoupled framework to di-

rectly generate co-speech gesture videos in an end-to-end
manner independent of hand-crafted structural human pri-
ors, where a nonlinear TPS transformation is used to ex-
tract latent motion features and ultimately guide the syn-
thesis of gesture video frames.

• We design a transformer-based diffusion model on latent
motion features, capturing temporal correlation between
speech and gestures, which is followed by an optimal mo-
tion selection module concerning coherence and consis-
tency. With both modules, we can generate diverse long
co-speech gesture videos.

• We introduce a refinement network to allocate additional
attention to certain areas and enhancing appearance and
texture details, which is crucial for human perception.

• Extensive experimental results show that our framework
can generate vivid, realistic, speech-matched, and long-
term stable gesture videos of high quality that signifi-
cantly outperform existing methods.

2. Related Works
Gesture generation on human skeletons. Early works

consider gesture generation as an end-to-end regression task
[2, 24] and tend to generate averaged gestures without diver-
sity. Subsequent insights into the many-to-many relation-
ship between speech and gestures prompt the adoption of di-
verse generation methods including GANs [10], VAEs [20],
and Flows [3]. More currently, diffusion models excel at
modeling complex data distribution and have emerged as a
promising approach to generate gestures [39, 48, 54]. How-
ever, all these works depend on annotated datasets to gen-
erate human skeletons, including datasets labeled by pose
estimators [1, 2, 50] and MoCap datasets [12, 22], suffering
from error accumulation or insufficient data and totally de-
void of appearance information. On the contrary, our frame-
work generates gestures directly in the video form without
relying on annotated skeleton priors.

Gesture video generation. To date, only a few works
have made initial explorations into the problem of generat-
ing gesture videos directly. Zhou et al. [57] convert gesture
video generation into a reenactment task and complete it
in a rule-based way. They establish a motion graph with a
reference video and search for a path matching the speech
based on audio onset and a predefined keyword dictionary.
However, it fails to generate novel gestures, and crafting
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Figure 2. Gesture video generation pipeline of our proposed framework is composed of three core components: 1) the motion decou-
pling module (green) extracts latent motion features from videos with TPS transformations and synthesizes image frames; 2) the latent
motion diffusion model (pink) generates motion features conditioned on the speech; 3) the refinement network (blue) restore missing de-
tails and produce the final fine-grained video.

rules is labor intensive. ANGIE [23] explicitly defines the
problem of audio-driven co-speech gesture video genera-
tion, which utilizes an unsupervised feature, MRAA [35],
to model body motion. Then a VQ-VAE [42] is leveraged to
quantize common patterns, followed by a GPT-like network
predicting discrete motion patterns to output gesture videos.
However, as a coarse modeling of motion, MRAA is linear
and fails to represent complex-shaped regions, limiting the
quality of gesture videos generated by ANGIE. Differently,
we carefully design a powerful latent motion feature and a
matching generation model, enabling us to generate more
realistic and stable gesture videos.

Conditional video generation. Another related task is
conditional video generation. A variety of methods have
been developed to generate videos conditioned on text [25],
pose [18, 44], and also audio [30]. Recently, Diffusion
models are used to model video space and exhibit promis-
ing results, but their computational requirements are often
substantial due to the large volume of video data. Some
works [14, 15, 33, 47] adopt an auto-encoder to create a
latent space for videos and subsequently, diffusion genera-
tive models can focus solely on the latent space. However,
these methods concentrate on generating general videos.
The meaning of latent features is not well-defined, which
may not always preserve the desirable information such

as human motion. While LaMD [17] attempts to use two
auto-encoders to separate content and motion, the sepa-
ration is implicit and relies entirely on the design of the
encoder network architecture. Additionally, the motion is
represented as a vector without the time dimension, which
may cause failure to model spatio-temporal variations in hu-
man gestures. In contrast, we design a time-aware diffusion
model performing generation in a well-designed latent mo-
tion space tailored for gesture video generation and hence
can generate gesture videos of high quality.

3. Our Approach
Given a speech audio a and a source image S of the

speaker, our framework aims to generate an appropriate ges-
ture video V (i.e. an image sequence). Due to the rich con-
notation of gesture videos, our overall concept is to decou-
ple and generate motion information as a bridge in the video
generation process. Therefore, the pipeline can be formu-
lated as V=F (G (E(S),a) ,S), where E(·) means motion
decoupling to extract the source motion feature, which will
be used with the audio as conditions to facilitate the audio-
to-motion conversion by the diffusion model G(·), and fi-
nally the image synthesis and refinement network F(·) ac-
complish the refined motion-to-video generation.

In the following parts, we first explain the motion de-
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coupling module with TPS transformation, which learns la-
tent motion features from videos and guides the source im-
age to warp to synthesize image frames containing desired
gestures (Sec. 3.1). Then we elaborate the transformer-
based diffusion model to perform generation within the la-
tent motion space (Sec. 3.2). After that, we introduce the
refinement network for better visual perception which fo-
cuses more on details of specific areas (Sec. 3.3). Finally,
we present the inference process of the entire framework,
where the optimal motion selection module helps to pro-
duce coherent and consistent long gesture videos (Sec. 3.4).

3.1. Motion Decoupling Module with TPS

To decouple human motion from videos, a straightfor-
ward method is to extract 2D poses with off-the-shelf pose
estimators [8, 49]. However, as a zeroth-order model, poses
completely discards appearance information around key-
points, making precise motion control and video rendering
highly challenging. Furthermore, pre-training of pose esti-
mators relies on hand-crafted annotations, suffering from
error accumulation and often yielding jitters. The early
work ANGIE [23] proposes to use MRAA [35] consisting
of mean and covariance, which is linear and fails to model
regions with intricate shapes. Besides, it is inappropriate to
associate covariance directly with speech. Summarizing the
above, we argue that an effective representation to decouple
motion is crucial for the quality of generated gesture videos
and their matching with speech. Therefore, we design a
motion decoupling module based on a nonlinear transfor-
mation named TPS transformation, which deals well with
curving edges and hence can model the motion of various-
shaped body regions. Next, we will start by introducing
TPS transformation as preliminary, followed by an exposi-
tion of the entire motion decoupling module.

TPS transformation. TPS transformation [5] aims to
establish the mapping Ttps (·) from the origin space D to the
deformation space S by utilizing known paired keypoints as
control, which takes the following form:

Ttps(p) = A

[
p
1

]
+

N∑
i=1

wiU
(∥∥pDi − p

∥∥
2

)
,

s.t. Ttps(pDi ) = pSi , i = 1, 2, . . . , N,

(1)

where p = (x, y)⊤ denotes coordinate. pDi and pSi are the
ith paired keypoints from the origin and deformation space.
U(r) = r2 log r2 is a radial basis function. A ∈ R2×3 and
wi ∈ R2×1 are solvable parameters as introduced in [5].

In our setting, given a driving and a source image corre-
sponding to the origin space D and the deformation space S
separately, TPS transformation can establish local connec-
tions between the two frames, which will be further used to
estimate a global optical flow T (D) = S [55]. It serves
as the foundation for our motion decoupling module and

offers two advantages: 1) as a flexible, non-linear transfor-
mation, it is suitable for modeling the motion of complex-
shaped human bodies. 2) it relies solely on paired key-
points, whose movements are closely related to speech and
thus can be more accurately controlled. Note that, unlike
the keypoints of 2D poses only labeling certain joints, key-
points for TPS transformation come from adaptive bound-
ary detection, involving both motion and crucial appearance
information (i.e. region shapes), and can be easily used for
operation at pixel level and further generating video frames.

The motion decoupling module is depicted as green in
Fig. 2, which takes S and D as input, and outputs the con-
structed D̂ for end-to-end self-supervised training.

Keypoints predictor. To generate TPS transformation,
we first design a keypoint predictor to predict K ×N key-
points, which will subsequently be used for producing K
TPS transformations with N points for each. The keypoints
in S and D are estimated separately and then pairwise. The
collection of keypoints {pki} is very small in scale while
being capable of generating a compact optical flow to ani-
mate images. So we take it as the latent motion feature.

Optical flow predictor. Now that we have K TPS trans-
formations from predicted keypoint pairs modeling local
motion, we can warp the source image S to obtain K de-
formed images. The optical flow predictor processes the
stacked deformed images and finally outputs a pixel-level
optical flow indicating global motion. Following [55], oc-
clusion masks are also predicted, which will be fed into the
image synthesis network together with the optical flow.

Image synthesis network. Due to misaligned pixels and
occlusions in S and D, direct warping fails to generate a
valid reconstructed image D̂. Hence, we propose an im-
age synthesis network of encoder-decoder architecture, with
which S is encoded into feature maps in different scales.
The warping operation is performed on these feature maps,
and occlusion masks then guide them to be masked. Subse-
quently, the decoder synthesizes the constructed image D̂.

Training losses. From previous work [34, 35, 55], we
use the perceptual construction loss, equivariance loss, and
warping loss to train the whole module in an unsupervised
manner. The final loss is the sum of the above:

Ltps = Lper + Leq + Lwarp. (2)

For more details about training and the architecture,
please refer to our supplementary material.

3.2. Latent Motion Diffusion Model

Since we have decoupled motion from gesture videos,
our idea is to employ a diffusion model [16, 37, 38] for
generation in the latent space by denoising pure Gaussian
noise. Given a real video clip, we utilize the trained key-
point predictor to obtain the keypoint sets for all frames as
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Figure 3. Noised motion features xt are concatenated with repli-
cated source x

(0)
0 and fed into our transformer-based latent mo-

tion diffusion model to predict the clean motion feature x̂0 con-
ditioned on the audio feature a. The attention mechanism captures
inherent connections between latent motion features and speech.

{pki ∈ R2}(1:M), where M is the frame number. We flat-
ten the keypoints of each frame into a C = K × N × 2-
dimensioned latent motion feature and finally get a feature
sequence x0 = x

(1:M)
0 ∈ RM×C . Following [16], x0 will

be diffused t times to get noised xt and finally be cleaned.
Model. Per [28], our diffusion model predicts the clean

motion feature sequence x̂0 from noised xt given noising
step t and conditions c = {a, x(0)

0 }, where a denotes the
audio feature, and x

(0)
0 ∈ RC is the source motion feature

extracted from the source image S, i.e. the first video frame.
During training, t is sampled from a uniform distribu-

tion U{1, 2, . . . , T}, and noised sequence xt ∈ RM×C

is obtained by adding noise to x0 following DDPM [16].
Concerning speech audio features, [48] reveals that WavLM
[9] features contain semantic information and are beneficial
to the generation of co-speech motion. So we stack fea-
tures generated from WavLM Large [9] with hand-crafted
audio features to form a complete speech audio feature
a ∈ RM×Ca . The former is interpolated to be aligned with
the latter temporally, and a is also aligned with xt.

The latent motion diffusion model is in a transformer-
like [40, 43] architecture as illustrated in Fig. 3, which is
temporally aware and well-proven for modeling motion se-
quences [48]. The encoder takes the audio feature a as
input and yields hidden speech embeddings. The decoder
is a transformer decoder equipped with feature-wise linear
modulation (FiLM) [26]. The source motion feature x

(0)
0

is replicated M times to have the same temporal length as
xt, which are then concatenated together and fed into the
self-attention network, capturing the temporal interactions
within the motion sequence. After that, speech embeddings
are projected to the cross-attention layer together with the
output of self-attention, which facilitates learning the inher-
ent relationship between the motion and speech sequence.

Training losses. We design the first term of loss to be
common “simple” objective [16]. Besides, in the domain of

motion generation, geometric losses [32, 39] are commonly
used, which serve to constrain physical attributes and pro-
mote naturalness and coherence. Concerning the discussion
in Sec. 3.1 that our latent features represent the motion, it is
natural and reasonable to introduce geometric losses within
the latent space. Here we use losses for velocity [36, 39]
and acceleration [36]. The final training loss is as follows:

Ldiff = Lsimple + λvelLvel + λaccLacc. (3)

Details can be found in the supplementary material.

3.3. Refinement Network

Guided by the motion features, the image synthesis net-
work can generate speech-matched image frames according
to the optical flow. However, we observe that the synthe-
sized frames exhibit some blurs with missing details, espe-
cially in two types of regions: 1) occluded areas labeled by
the occlusion masks, and 2) regions with complex textures
such as hands and the face. As the image synthesis network
is jointly trained with the motion decoupling module, to ad-
dress this issue without disrupting the balance of motion
modeling, we propose an independent refinement network.

We use a Unet-like architecture [29] equipped with resid-
ual blocks [52] to capture both global and local informa-
tion. To draw more attention to occluded areas, the syn-
thesized image frame is concatenated with the mask of the
corresponding resolution mentioned in Sec. 3.1 and then fed
into our refinement network. Additionally, in order to focus
more on certain regions, we utilize MobileSAM [53] to seg-
ment hands and the face, and assign larger weights to both
hands, face, and occluded areas in L1 reconstruction loss.
Please refer to our supplementary material for more details.

3.4. Inference

As shown in Fig. 2, given a source image S and speech
as inputs, keypoints of S are first detected with the key-
point predictor and gathered to form the source motion fea-
ture x

(0)
0 . Conditioned on x

(0)
0 and extracted audio features

a, we randomly sample a Gaussian noise xT ∈ RM×C

from N (0, I) and denoise it via the DDPM reverse pro-
cess. At each time step t, the denoised sample is predicted
as x̂0 = G(xt, t, {a, x(0)

0 }) and noised back to xt−1. After
T steps, we obtain a clean sample x0. Repeating this pro-
cedure, we can get a consistent and coherent long sequence
of motion features x̃ with a novel optimal motion selection
module, detailed further below. For each frame of x̃, we
can rearrange it to get K ×N pairs of keypoints, producing
K TPS transformations along with x

(0)
0 to estimate optical

flow and occlusion masks. They are then fed into the image
synthesis network to generate image frames, which will go
through the refinement network together with correspond-
ing masks and finally convert into fine-grained results. All
frames gather to form a complete co-speech gesture video.
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Optimal motion selection module. For the fact that
meaningful co-speech gesture units last between 4-15 sec-
onds [6, 46], it is crucial to generate motion feature se-
quences of any desired length. However, the transformer-
based diffusion model, designed for fixed-length inputs,
struggles with direct sampling of longer noise for genera-
tion due to both poor performance and high computational
costs. A naive solution is to generate fixed-length segments
for concatenation, where the source motion feature x

(0)
0 is

replaced by the last frame of the previous segment to ensure
continuity. However, in practice we notice that a single-
frame condition cannot ensure the coherence and consis-
tency between two segments, leading to flickers from posi-
tion changes or jitters from direction changes of velocity.

To solve this problem, we propose an optimal motion se-
lection module leveraging the diverse generative capability
of the diffusion model, which operates solely at the infer-
ence stage. To be specific, from the second segment on,
we generate P candidate sequences for the same audio seg-
ment. Then a lower-better score is calculated for each can-
didate according to two basic assumptions: within a small
time interval of a real motion sequence, 1) keypoint posi-
tions are close; 2) keypoint velocity directions are similar.
Finally, the candidate motion segment with the lowest score
will be selected to extend the motion sequence. Details can
be found in the supplementary material.

4. Experiments

4.1. Experimental Settings

Dataset and preprocessing. Data of our experiments is
sourced from PATS dataset [1, 2, 13], consisting of tran-
scribed poses with aligned audios and text transcriptions,
containing around 84,000 clips from 25 speakers with a
mean length of 10.7s, 251 hours in total. Similar to ANGIE
[23], we perform our experiments on subsets of 4 speakers,
including Jon, Kubinec, Oliver, and Seth. We download raw
videos and audios to get clips according to PATS and con-
duct the following preprocessing steps: 1) Invalid clips with
excessive audience applause, significant camera motion, or
side views are excluded. 2) Clip lengths are limited to 4-15
seconds for meaningful gestures and resampled at 25 fps. 3)
Frames are cropped with square bounding boxes, centering
speakers, and resized to 256×256. 4) We extend these sub-
sets with hand-crafted onset and chromagram features and
WavLM [9] features. Finally, we obtain 1,200 valid clips
for each speaker, randomly divided into 90% for training
and 10% for evaluation, 4,800 in total.

Evaluation metrics. For motion-related metrics, we first
extract 2D human poses with off-the-shelf pose estimator
MMPose [31]. On this basis, we consider the quality, di-
versity, and alignment between gestures and speech, and
choose: 1) Fréchet Gesture Distance (FGD) [51] to mea-

sure the distribution gap between real and generated ges-
tures in the feature space, 2) Diversity (Div.) [24] which
calculates feature distance between generated gestures on
average. For these two metrics, we train an auto-encoder on
poses from PATS. Also, we compute the average distance
between closest speech beats and gesture beats as 3) Beat
Alignment Score (BAS) following [21]. For video-related
metrics, we utilize 4) Fréchet Video Distance (FVD) [41]
to assess the overall quality of gesture videos. I3D [45]
classifier pre-trained on Kinetics-400 [19] is used to com-
pute FVD in the feature space.

4.2. Comparison to Existing Methods

We compare our method to: 1) the SOTA work ANGIE
[23] in gesture video generation, and 2) MM-Diffusion [30],
the SOTA work in video generation proven to be able to
generate audio-driven human motion videos with experi-
ments on AIST++ [21] human dance dataset.

The quantitative results are reported in Tab. 1. Accord-
ing to the comparison, our proposed approach significantly
outperforms existing methods on motion-related metrics
of FGD (56.44%) and Diversity (8.54%), which reveals
that our motion-decoupled and diffusion-based generation
framework is capable of generating realistic and diverse
gestures in the motion space. Also, we achieve better per-
formance on FVD than the best compared baseline MM-
Diffusion, indicating that our method holds an advantage of
ensuring the overall quality over the general audio-to-video
method in gesture-specific settings. We notice that ANGIE
with motion refinement tends to generate tremors synchro-
nized with audio beat, leading to better results on BAS but
at the expense of motion and visual quality. Fig. 4 presents
frames of our generated videos compared with other meth-
ods, emphasizing the capacity of our method to generate
videos with rich and realistic gestures matching the speech.
On the contrary, limbs in ANGIE are modeled coarsely and
vulnerable to abnormal deformations and absence from au-
toregressive error accumulation. MM-Diffusion struggles
to capture body structures, leading to more or no hands.

Additionally, owing to the capability of TPS transforma-
tion to model complex-shaped regions and the close asso-
ciation between motion and speech established by the dif-
fusion model, our method excels in generating precise and
diverse fine-grained hand movements. As shown in Fig. 5,
directly generated videos by MM-Diffusion entirely fail to
produce reasonable hand morphology. While ANGIE at-
tempts to utilize MRAA to represent motion, this linear
affine transformation coarsely models curved body regions
with Gaussian distribution, resulting in hand movements
presented as the translation (controlled by the mean), ro-
tation and scaling (controlled by PCA parameters of the
covariance) of an “ellipse” in ANGIE’s results. In con-
trast, our method generates hand movements matching the
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Table 1. Quantitative results on test set. Bold indicates the best and underline indicates the second. For ANGIE [23] we reproduce the
code. For MM-Diffusion [30] we use the officially published code. Subjective evaluation is results of MOS with 95% confidence intervals.

Name Objective evaluation Subjective evaluation
FGD ↓ Div. ↑ BAS ↑ FVD ↓ Realness ↑ Diversity ↑ Synchrony ↑ Overall quality ↑

Ground Truth (GT) 8.976 5.911 0.1506 1852.86 4.76±0.05 4.70±0.06 4.77±0.05 4.73±0.06
ANGIE 55.655 5.089 0.1504 2965.29 2.07±0.08 2.53±0.08 2.19±0.08 2.00±0.07

MM-Diffusion 41.626 5.189 0.1098 2656.06 1.77±0.08 2.02±0.09 1.69±0.08 1.47±0.07
Ours 18.131 5.632 0.1273 2058.19 3.79±0.08 3.91±0.07 3.90±0.08 3.77±0.07

Table 2. Ablation study results. Bold indicates the best and underline indicates the second. ‘w/o’ is short for ‘without’.

Name Objective evaluation Subjective evaluation
FGD ↓ Div. ↑ BAS ↑ FVD ↓ Realness ↑ Diversity ↑ Synchrony ↑ Overall quality ↑

w/o TPS + MRAA 288.378 4.625 0.1200 3034.71 2.59±0.09 2.50±0.09 2.59±0.09 1.96±0.07
w/o WavLM 37.072 5.344 0.1253 2053.44 3.44±0.08 3.45±0.08 3.43±0.08 3.38±0.07

w/o refinement 26.125 5.549 0.1288 2154.00 3.67±0.08 3.75±0.08 3.74±0.07 3.49±0.06
LN Samp. 46.055 4.871 0.1250 2236.72 2.65±0.09 2.25±0.09 2.45±0.09 2.70±0.09

Concat. 20.964 5.596 0.1250 2085.50 3.66±0.07 3.64±0.08 3.71±0.08 3.67±0.07
Ours 18.131 5.632 0.1273 2058.19 3.79±0.08 3.91±0.07 3.90±0.08 3.77±0.07

speech, featuring intricate and plausible variations in hand
shapes, which is crucial for high-quality human gestures.

User study. In practice, objective metrics may not al-
ways be consistent with human subjective perceptions [48],
especially in the novel setting of co-speech gesture video
generation. To gain further insights into the visual perfor-
mance of our method, we conduct a user study to evaluate
the gesture videos generated by each method alongside the
ground truth. For each method, we sample 24 generated
videos from the PATS test set between 3.2-12.8 seconds. 20
participants are invited to conduct the Mean Opinion Scores
(MOS). Participants are asked to rate the videos in four as-
pects: 1) Realness, 2) Diversity, 3) Synchrony between
speech and gestures, and 4) Overall quality. The first three
focus on motion, while the last places more emphasis on vi-
sual perceptions. The rating scale ranges from 1 to 5 with
a 1-point interval, where 1 means the poorest and 5 means
the best. The results are reported in the last four columns
in Tab. 1. Our method significantly surpasses other meth-
ods in all dimensions, which reveals that our framework can
generate better gesture videos considering both motion and
overall visual effects. It is noteworthy that the slight ad-
vantage of ANGIE on BAS does not translate into better
gesture-speech synchrony in human subjective evaluation,
where excessive tremors are not considered in sync with the
speech. Please refer to the supplement for the effectiveness
and robustness analysis of BAS and other objective met-
rics. According to the feedback from participants, “before
seeing the ground truth”, our generated gesture videos are
already “natural and well-matched to the speech enough to
be mistaken as real”. Besides, there is an interesting find-
ing that despite our emphasis on excluding irrelevant fac-

tors like textures and facial expressions in motion-related
evaluations, participants express that “when compared with
the ground truth containing rich details, although generated
motion is realistic, they are inevitably influenced by appear-
ance factors”. This demonstrates that human perception of
motion and appearance are interrelated. Hence generating
co-speech gesture videos with visual appearance is a mean-
ingful problem in the field of human-machine interaction.

4.3. Ablation Study

We conduct an ablation study to demonstrate the effec-
tiveness of different components in our framework. The re-
sults are shown in Tab. 2. We explore the effectiveness of
the following components: 1) the TPS-based motion decou-
pling module, 2) WavLM features, 3) the refinement net-
work, and 4) the optimal motion selection module.

Supported by the results in Tab. 2, when we replace TPS-
based motion features with MRAA following ANGIE, FGD
and FVD severely deteriorate by 1490% and 47.4%. When
WavLM features are removed, FGD, Diversity, and BAS all
deteriorate for the fact that WavLM features contain rich
high-level information like semantics and emotions, crucial
for driving gestures. However, WavLM brings a slight in-
crease in FVD by 4.75, although not significantly (0.23%),
demonstrating that the positive impact of WavLM is evident
in motion while having subtle effects in visual aspects. The
refinement network brings improvements in FGD, Diver-
sity, and FVD, especially FVD decreased by 95.81 (4.4%).
Detailed analysis and visual comparisons of our ablation
study can be found in the supplementary material.

For the optimal motion selection module, we replace it
with two simple strategies to generate longer videos as men-
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Color change happens very slowly and then a rapid acceleration occurs in about fifteen or twenty seconds. So let's see that happened. 
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Figure 4. Visual comparison with SOTAs. Our method generates gestures with a broader range of motion (dashed boxes) matching both
beats (green words) and semantics (purple words). Red boxes denote unrealistic gestures generated by ANGIE [23] and MM-Diffusion [30].
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Figure 5. Visualization results of fine-grained hand variations.
Our generated gesture videos are more plausible and diverse.

tioned in Sec. 3.4: 1) long noise sampling (LN Samp.), and
2) direct concatenation (Concat.). According to Tab. 2, our
method equipped with the optimal motion selection module
achieves the best performance across all dimensions.

User study. Similarly, we conduct a user study for ab-
lations as described in Sec. 4.2. Results in Tab. 2 indicate
that the final performance of our model decreases without
any module. Consistent with our expectations, removing
TPS has the most significant impact on the results of Real-
ness. This reiterates the crucial significance of employing
an appropriate motion feature to decouple motion. Besides,
we also conduct another user study in the context of longer

video generation and report the results in the supplement.

5. Conclusion
In this paper, we present a novel motion-decoupled

framework for co-speech gesture video generation without
structural human priors. Specifically, we carefully design a
nonlinear TPS transformation to obtain latent motion fea-
tures, which describe motion trajectories while retaining
crucial appearance information. Then, a transformer-based
diffusion model is used within this latent motion space to
model the intricate temporal relationship between gestures
and speech, followed by an optimal motion selection mod-
ule to generate diverse long gesture videos. Besides, a re-
finement network is leveraged to draw more attention to cer-
tain details and bring better visual effects. Extensive exper-
iments demonstrate that our framework produces long-term
realistic, diverse gesture videos appropriate to the given
speech, and significantly outperforms existing approaches.
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