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Abstract

In this paper, we focus on a challenging Online Task-
Free Class Incremental Learning (OTFCIL) problem. Dif-
ferent from the existing methods that continuously learn
the feature space from data streams, we propose a novel
compute-and-align paradigm for the OTFCIL. It first com-
putes an optimal geometry, i.e., the class prototype distri-
bution, for classifying existing classes and updates it when
new classes emerge, and then trains a DNN model by align-
ing its feature space to the optimal geometry. To this end, we
develop a novel Dynamic Neural Collapse (DNC) algorithm
to compute and update the optimal geometry. The DNC ex-
pands the geometry when new classes emerge without loss
of the geometry optimality and guarantees the drift dis-
tance of old class prototypes with an explicit upper bound.
On this basis, we propose a novel DYnamic feature space
Self-OrganizatioN (DYSON) method containing three ma-
jor components, including 1) a feature extractor, 2) a Dy-
namic Feature-Geometry Alignment (DFGA) module align-
ing the feature space to the optimal geometry computed by
DNC and 3) a training-free class-incremental classifier de-
rived from the DNC geometry. Experimental comparison
results on four benchmark datasets, including CIFAR10, CI-
FAR100, CUB200, and CoRe50, demonstrate the efficiency
and superiority of the DYSON method. The source code is
released at https://github.com/isCDX2/DYSON.

1. Introduction
Taking a continuous data stream as input, Online Task-

Free Class Incremental Learning (OTFCIL) [19,34] aims to
incrementally learn newly emerged classes by online learn-
ing without task boundaries and identifiers. Compared to
the classical class-incremental learning [12, 27, 32, 45, 49]
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Figure 1. The illustration of (a) data-driven and (b) compute-and-
align OTFCIL paradigm. In (a), samples of a new class are difficult
to converge into a class center and old class centers drift signifi-
cantly when learning new classes. In (b), the proposed paradigm
first computes an optimal geometry for classifying existing classes
and updates it when new classes emerge, and then learns the new
classes by aligning the feature space to the geometry.

that splits a data stream into a series of subsets (namely
sessions or tasks), where each subset contains the samples
of certain classes and different subset classes are mutually
excluded, the OTFCIL is a practical but more challenging
problem wherein the samples are one-shot provided and old
and new class knowledge are blended.

According to the knowledge learning and maintaining
strategies, existing OTFCIL methods can be mainly divided
into three sub-categories, i.e., data replay [19, 34], network
expansion [39, 41] and knowledge distillation [2, 33] meth-
ods. The data replay methods [7, 34, 37, 43, 51] store a
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small number of training samples [7, 34, 37] or generated
samples [43, 51] (namely exemplars) of the old classes in a
memory buffer, and replay them when learning new class
data to alleviate the catastrophic forgetting of old classes.
The network expansion methods [32,34,39,41,47] initialize
a new branch [32, 39, 47], a new prompt [34] or a new clas-
sifier [41] to learn the new class knowledge and remain the
other parts frozen during incremental learning to maintain
the old class knowledge. The knowledge distillation meth-
ods [17, 27, 30, 33, 37, 46] regard the previously obtained
model as a teacher model, and transfer the old knowledge
to the new model by logic- [27, 37], feature- [17, 33] and
relation-distillation [30, 46].

All these methods, during the incremental learning pro-
cess, have to continuously and dynamically tune their fea-
ture spaces to fit the seamless data stream. This paradigm
is ponderous in learning new and unstable in maintaining
old. As shown in Figure 1 (a), when learning new classes,
the features of a new class are difficult to converge into a
certain class center (i.e., within-in class mean) as the cen-
ter varies with newly obtained samples, and the old class
centers inevitably drift along with the feature space tuning.
This is especially true when samples are one-shot provided
(i.e., online learning) and the old and new class data are
blended (i.e., without task boundaries and identifiers).

Based on the above observation, we wonder, instead of
learning the feature space geometry from data, whether
it is possible to compute an optimal classification ge-
ometry and dynamically update it when new classes
emerged. On this basis, the OTFCIL can be simply solved
by aligning the feature space to the optimal geometry, i.e.,
the compute-and-align paradigm shown in Figure 1 (b). To
this end, we propose a novel DYnamic feature space Self-
OrganizatoiN (DYSON) framework inspired by the Neural
Collapse (NC) theory [53]. The NC theory reveals that, for
a K-class classification problem, the last-layer features of
the same class will collapse to K prototypes of a simplex
equiangular tight frame (ETF) at the final training stage
(training error equals 0). The prototypes construct an op-
timal geometry for classification, where all the prototypes
are unit vectors having the same l2 norm and share the same
pair-wise angles that maximally separate the feature space.
This opens an opportunity to compute the optimal classifi-
cation geometry. However, as the vanilla NC requires the
number of classes to be pre-defined and fixed during train-
ing, it is infeasible for class incremental learning. To meet
this challenge, we propose a novel Dynamic Neural Col-
lapse (DNC) algorithm to adaptively compute and update
the optimal geometry along with the continuously emerging
classes. The DNC expands the geometry when new classes
emerge without loss of the geometry optimality and guar-
antees the drift distance old class prototypes are with an ex-
plicit upper bound.

On this basis, we propose the DYSON framework
containing three major components, including 1) a fea-
ture extractor, 2) a Dynamic Feature-Geometry Alignment
(DFGA) module aligning the feature space to the opti-
mal geometry computed by the DNC algorithm, and 3)
a training-free class incremental classifier derived from
the DNC geometry. We conduct comprehensive experi-
ment results on four benchmark datasets, including CIRAF-
10, CIFAR100, CUB200 and Core50, and compare the
DYSON with state-of-the-art methods. The comparison
results demonstrate the superiority and efficiency of the
DYSON. The main contributions can be summarized as:

• We propose a novel learn-and-align paradigm for OT-
FCIL, which first computes an optimal classification
geometry and updates it when new classes emerge, and
then aligns the feature space to the geometry.

• We design a novel Dynamic Neural Collapse (DNC)
algorithm, which extends the geometry without losing
the geometry optimality and guarantees the old class
prototype shifts have an explicit upper bound.

• We propose a novel Dynamic feature space Self-
Organization (DYSON) containing a feature extrac-
tor, a Dynamic Feature-Geometry Alignment (DFGA)
module and a training-free class-incremental classifier.

• The DYSON significantly outperforms state-of-the-art
methods by a large margin (at most 8.9%, 16.6%,
26.8% and 4.4% on CIFAR-10, CIFAR-100, CoRe50
and CUB-200, respectively).

2. Related Work
2.1. Class Incremental Learning

The existing continual learning methods can be mainly
divided into three categories: data replay, network expan-
sion and knowledge distillation methods.

The data replay methods prevent models from catas-
trophic forgetting by storing or synthesizing old task sam-
ple data. The End-to-end [7], iCaRL [37] and its improved
method [4, 11, 18] select the stored old samples based on
herding algorithm. In addition, stored old task data can also
be used as regularization constraints. A-GEM [8] uses the
old and new data to calculate the scalar product of the loss
gradient vector, and only updates the parameters when the
scalar product is positive. Generating pseudo samples for
replay can also effectively alleviate model forgetting. ILU-
GAN [51] generates pseudo samples through a generative
adversarial network [13] to solve the problem of data im-
balance, as do the methods [36] and [44].

The network expansion methods mitigate catastrophic
forgetting by freezing or isolating parts of the model’s struc-
ture. [40] freeze the most important weights for a particu-
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lar task so that they are not updated in back-propagation.
PackNet [32] and its variants [1] allocate a portion of the
parameter space for each task using different strategies to
isolate new and old task parameters. On the other hand,
some architecture-based methods dynamically add new lay-
ers to the network to increase the model’s ability to learn
new knowledge, such as [38, 48]. PNN [39], Dytox [12],
Foster [47] and Der [52] methods replicate a new organiza-
tion by task to achieve the transfer of old and new knowl-
edge.

The knowledge distillation is introduced in the loss func-
tion so that the updated model retains the memory of the
past. Weight distillation is a method based on regulariza-
tion. By reducing the degree of change in the weight asso-
ciated with the previous task, the weight retains the knowl-
edge learned in the old task. EWC [21] proposes to use
the fisher information matrix to calculate the importance of
weights, and its variant methods [2,29,56] improve the cal-
culation of importance. Another method of regularization is
data regularization. Methods such as LWF [27] and [10,25],
based on the knowledge distillation of the new task data,
make the prediction of the new task by the new model sim-
ilar to the prediction of the new task by the old model.

In addition to the above three types, there are some new
trends in CL field methods. L2P [49] uses a pre-trained
model as a backbone network and recovers knowledge by
learning prompts. FearNet [20] uses a dual memory sys-
tem to prevent catastrophic forgetting. Mixed-system mod-
els are also becoming more common. A-GEM [8] combines
playback and regularization methods. DSDM [34] uses dy-
namic memory while changing the model architecture, so it
is a mixture of architecture-based and rehearsal-based.

2.2. Online Class-Incremental Learning

Online Class-Incremental Learning. Online class-
incremental learning aims to train models on how to ef-
fectively learn knowledge from a single transmitted online
data stream. Compared to offline learning, online learning
will limit the learning efficiency of the model and exac-
erbate catastrophic forgetting. There are many algorithms
proposed from different perspectives in this field, such as
[3, 5, 14, 15, 28, 35, 42]. MIR [3] proposes to select samples
according to gradient for training. DVC [14] proposes to
use the mutual information of images to fully explore the
semantic information in unidirectional data flow. GDUMB
[35] proposes to use buffer data to retrain the model to
address catastrophic forgetting. [28] couples agent-based
losses with contraction-based losses.

Online Task-Free Class-Incremental Learning. Un-
like online continuous learning, online task-free continu-
ous learning has no task boundaries. To solve the OTFCL
problem, some methods randomly initialize the model and
train it from scratch. CoPE [9] proposes an architecture

for balancing model stability and plasticity in OTFCL ex-
periments. Considering gradients, GMED [19] proposes a
strategy to select the sample data that best represents the old
task. CN-DPM [26] designs a scalable model architecture
that breaks through the limitations of OTFCL. However, the
above models are trained by random initialization, which
makes their classification accuracy relatively low. There-
fore, DSDM [34] and Ensemble [41] proposed to use the
pre-trained model as the backbone network to solve the OT-
FCL problem, and achieved excellent results. DSDM [34]
updates the unit pool composed of position vectors and la-
bel vectors according to the distribution of features. En-
semble [41] is primarily trained in single-layer linearity so
that it can correspond to the class label chosen by the NCM
classifier in the inference phase.

The most related method to our DYSON is FCA [54],
which employs the neural collapse technique to solve the
few-shot class-incremental learning problem. Nevertheless,
the differences and contributions of our DYSON w.r.t FAC
are distinct and significant. First, the DYSON has the tech-
nical ability (using DNC) to incrementally update the geom-
etry for newly emerged classes, while FCA has to pre-define
the total class number and fix it during training. Second,
the FCA relies on task boundaries and identifiers to distin-
guish old and new class knowledge and employs memory
buffers storing old class samples to alleviate catastrophic
forgetting, while DYSON is an online task-free method and
does not require any memory buffers. In Section 5, we com-
pare our DYSON to the FCA to demonstrate the efficiency
and superiority of the proposed method.

3. Preliminary

The Neural Collapse (NC) [53] reveals a phenomenon
that at the terminal phase of training (after 0 training er-
ror) of a classification task, the optimal geometric structure
of the last-layer feature space can be defined by a simplex
equiangular tight frame (ETF).

Definition of (Simplex Equiangular Tight Frame).
For a classification problem of K classes, its within-class
means of K classes correspond to a K-prototype simplex
ETF, where the prototypes, i.e., mi ∈ Rd, i = 1, ...,K, can
be obtained by:

M =

√
K

K − 1
U(IK − 1

K
1Kt

1T
K), (1)

where M = [m1, . . . ,mK ] ∈ Rd×K , U ∈ Rd×K is a
randomly initialized orthogonal matrix satisfying UTU =
IK , IKt

is an identity matrix of shape K and 1K is an all-
one vector.

The prototypes in a simplex ETF construct an optimal
geometric structure for classification, that all the prototypes
are unit vectors having the same l2 norm and maximally
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Figure 2. The illustration of the proposed DYSON framework, which contains (a) a feature extractor f(·; Θ), (b) a Dynamic Feature-
Geometry Alignment module containing a projection layer g(·; Φ) and (c) a training-free class-incremental classifier.

separates the feature space with the same pair-wise angles,
i.e.,

mT
i mj =

K

K − 1
δi,j −

1

K − 1
, ∀i, j ∈ [1, ...,K], (2)

where δi,j = 1 when i = j, and 0 for otherwise. The pair-
wise angle − 1

K−1 is the maximal equiangular separation of
K vectors in the d-dimension feature space.

Based on the above definition, the NC phenomenon can
be summarized as:

(NC1) Within-class last-layer feature collapse: the last-
layer features of the same class will collapse to its within-
class mean, i.e., ΣW → 0 where ΣW = Avgi,k{(hi,k −
hk)(hi,k − hk)

T }. The hi,k is last-layer feature of the i-th
sample of the k-th class and hk = Avgi(hi,k) is the within-
class mean of the k-th class.

(NC2) Convergence to a simplex ETF: the within-class
means centered by the global mean, i.e., h̃k = (hk −
hG)/||hk − hG|| will converge to the prototypes of a sim-
plex ETF defined in Eq (1), where hG = Avgi,k(hi,k) is
the last-layer global mean.

(NC3) Self-duality: the classifier weight, i.e., wk, of the
k-th class is parallel (aligned) to its global centered within-
class mean, i.e., h̃k = wk/||wk||.

(NC4) Simplification to the nearest class center predic-
tion: argmaxk⟨h,wk⟩ = argmink||h − wk||, where h is a
last-layer feature of an input sample.

4. Methodology
4.1. Problem Formulation

Let D = {B1,B2, ...,BT } be an input data stream of
length T (T → ∞ for infinite data stream), where each el-
ement Bt = {(Xi

t, y
i
t)}Ni=1 of D denotes the t-th sample

batch and N is the batch size. The Xi
t ∈ RW×H denotes

the i-th image in Bt, and yit ∈ Ct denotes its corresponding
class label, where Ct is the class set of Bt. Following the
OTFCL setting [34], each sample is one-shot provided, i.e.,

∀i ̸= j,Bi

⋂
Bj = ∅, and there are no task boundaries be-

tween different batches. The objective of OTFCL is to train
a unified model that can incrementally learn and recognize
the continuously emerging new classes in D by online train-
ing (i.e., training epoch equals 1). At each training step t,
we only have access to the current data batch Bt, and the
previous batches B1, · · · ,Bt−1 are not available. For evalu-
ation, the model is expected to recognize all the encountered
classes C1∼t = C1

⋃
· · ·

⋃
Ct.

4.2. Framework Overview

Figure 2 depicts the framework of our proposed DYSON
method, which is an online and parameter-efficient learn-
ing model containing three major components: (a) a pre-
trained feature extractor backbone f(·; Θ), (b) a Dynamic
Feature-Geometry Alignment (DFGA) module containing a
feature projection layer g(·; Φ) and (c) a training-free class-
incremental classifier h(·;Z), where Θ, Φ and Z are the pa-
rameter sets of the three components, respectively. During
incremental learning, the parameters of the feature extrac-
tor f(·; Θ) and the classifier h(·;Z) are frozen and training-
free, and only the projection layer g(·; Φ) is optimized to
align the feature space to the optimal geometry computed
by the DNC algorithm.

Specifically, at the beginning, we initialize an empty set
P = {} to store the class centers. Feature extractor. At
each step t, taking the sample batch Bt as input, the Module
(a) outputs a feature collection Ft of Bt:

f it = f(Xi
t; Θ), (3)

Ft = {f it |i = 1, . . . , |Bt|}, (4)

where f it ∈ Rd×1 is the feature of Xi
t and d is the feature

dimension.
Dynamic Feature-Geometry Alignment. Taking the

feature set Ft as input, we fist compute a within-class
mean pj

t ∈ Rd for each class j in Ct, where pj
t =

avg({f it |∀i, yit = j}) computes the average feature of the
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j-th class features in Ft. For each class j ∈ Ct, if j is a
new class, i.e., j /∈ C1∼t−1, we initialize pj

t as the class
center pj of the class j; If j is an old class, i.e., j ∈ C1∼t−1,
we update the class center pj of class j by moving average
using pj

t :

∀j ∈ Ct, pj =

 pj
t , if j /∈ C1∼t−1,

β · pj + (1− β) · pj
t , if j ∈ C1∼t−1,

(5)
where β is an updating rate ratio. The output set P collects
the class centers of all the encountered classes, i.e., P =
{p1, ...,pKt}, where Kt = |C1∼t| denotes the total number
of currently encountered classes.

On this basis, we compute the class prototype Z for
the current Kt classes using the Dynamic Neural Collapse
(DNC) algorithm:

Z = [z1, ..., zKt ] = φdnc(P), (6)

where Z ∈ Rd×Kt outputs the concatenated class proto-
types of Kt classes and each column vector zj ∈ Rd×1 in
Z corresponds the j-th class prototype. It is worth mention-
ing that, the class prototypes in Z are updated using Eq. (6)
only when new classes emerge. In Section 4.4, we prove
that the prototypes in Z construct an optimal classification
geometry satisfying Eq. (2) and old class prototype drift dis-
tance after the geometry updating are with an upper bound.

During training, at each learning step t, we generate a set
of pseudo features Vt = {v1

t , ...,v
N
t } for the old classes,

i.e., ∀j ∈ C1∼t−1, by augmenting their class centers pj us-
ing Gaussian noise [57], where vi

t denotes the i-th pseudo
feature and |Vt| = |Bt| = N . By projecting the sample
features f it and pseudo features vi

t to their corresponding
class prototypes using the projection layer g(·; Φ), we align
the feature space to the optimal geometry constructed by Z.
The feature-geometry alignment objective can be written as:

LAL =
1

|Bt|

|Bt|∑
i=1

||g(f it ; Φ)− σ(Z, f it )||2+

1

|Vt|

|Vt|∑
i=1

||g(vi
t; Φ)− σ(Z,vi

t)||2,

(7)

where σ(Z, f it ) and σ(Z,vi
t) output the corresponding class

prototypes zj ∈ Z of the input features f it and vi
t, respec-

tively, according to their class labels. We use f̂ it = g(f it ; Φ)
to denote the projected feature of f it . The Module (b) out-
puts a collection of projected features F̂t = {f̂1t , ..., f̂Nt }.

Training-free class-incremental classifier. As the pro-
jection features vi

t of the same class collapse to a class pro-
totype zj and the class prototypes are unit vectors sharing
the same pair-wise angles, we regard each prototype zj as
the classification weight for the j-th class and conduct a

linear classifier with weight Z = [z1, ..., zKt ]. Given the
projection feature f̂ it of a sample Xi

t, the classification can
be solved by:

h(f̂ it ;Z) = argmax
zj

f̂ i
T

t [z1, ..., zKt ]. (8)

When new classes emerge, we extend the classifier by up-
dating Z computed by the DNC.

Loss function. During training, taking each sample
batch Bt as input, we optimize the projection layer h(·; Φ)
using the feature-geometry alignment loss LAL in Eq. (7)
and the cross-entropy loss [24]:

min
Φ

Ltotal(Bt; Θ,Φ,Z) = LAL + LCE . (9)

4.3. Dynamic Neural Collapse

In the following, we omit the subscript t for description
simplicity. Taking the class center set P as input, we con-
catenate the class centers into a matrix P = [p1, ...,pK ] ∈
Rd×K , where pj ∈ Rd×1 is the j-th class center and K is
the class number. We first compute the QR decomposition
of the matrix P:

P = QR, (10)

where Q = [q1, ...,qK ] ∈ Rd×K is an orthogonal matrix
with QTQ = IK , and R ∈ RK×K is an upper triangu-
lar matrix. Then we compute the class prototype matrix Z
using Q:

Z =

√
K

K − 1
Q(IK − 1

K
1K1T

K), (11)

where Z = [z1, ..., zK ] ∈ Rd×K is the concatenated matrix
of K class prototypes and zj ∈ Rd×1 is the prototype of
class j. The IK is an identity matrix of shape K and 1K is
an all-one vector. The prototypes in Z construct an optimal
geometry for K-class classification, that for any zi and zj

in Z, we have:

∀i, j, zi
T

zj =
K

K − 1
· qiT qj − 1

K − 1
, (12)

where all the prototypes are unit vectors, i.e., ∀i, ||zi||2 =

zi
T

zi = 1, and any pair of the prototypes have the same
angle, i.e., ∀i ̸= j, zi

T

zj = − 1
K−1 .

Prototype update. When C new classes emerge, we
have P = {p1, ...,pK ;pK+1, ...,pK+C}. We concate-
nate P into P′ = [p1 · · ·pK+C ] and compute the updated
class prototypes Z′ = [z1

′
, ..., zK

′
; zK+1′, ..., zK+C ′

] us-
ing Eqs. (10) and (11). The drift distances of the old class
prototypes, i.e., zi, i = 1, ...,K, can be computed by:

||zi − zi
′
||2 = 2− 2

√
(K − 1)(K + C)

K(K + C − 1)
. (13)
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In Section 4.4, we prove that the DNC extends the ge-
ometry from K to K + C prototypes without loss of the
geometry optimality, and the old class drift distances, i.e.,
||zi − zi

′ ||,∀i ≤ K are with an upper bound.
Improve geometry stability. At the early learning stage

when class number K is small, the class prototypes in Z are
sparse-distributed and the shift distances of old class proto-
types are large. This results in the geometry being unstable
in maintaining old knowledge. To improve the geometry
stability during the incremental learning process, we intro-
duce prototype placeholder E ∈ Rd×M to the DNC, where
M is the number of placeholders.

Specifically, we initialize a random orthogonal matrix
E = [e1, ..., eM ] ∈ Rd×M with M prototype placeholders,
where ∀i ̸= j, ei

T

ej = 0. Taking the class center matrix
P ∈ Rd×K as input, when K < M , we first pad the P
using the placeholders in E:

Ppad = [p1, ...,pK ; eK+1, ..., eM ], (14)

and then compute the class prototype Z =
[z1, ..., zK ; zK+1, ..., zM ] using the Eqs.(10) and (11)
with the padded Ppad. We then select the former K
columns in Z as the prototypes of K classes. When
K ≥ M , we directly compute Z using P. On this basis, the
shift distance of the old class prototypes are with an upper
bound:

||zi − zi
′
||2 ≤ 2− 2

√
(M − 1)(M + C)

M(M + C − 1)
, (15)

where C is the number of newly emerged classes. With
Eq. (15), the stability of the DNC geometry is guaranteed.

4.4. Theoretical Analysis

Theorem 1. During incremental learning, the DNC al-
gorithm extends a simplex ETF with K prototypes Z to one
with K + C prototypes Z′ without loss of the geometry op-
timality, i.e., the prototypes in Z′ satisfy:

∀i, j, zi
′T
zj

′
=

K + C

K + C − 1
δi,j −

1

K + C − 1
, (16)

where δi,j = 1 if i = j and δi,j = 0 for the opposite.
The prototypes in Z′ construct an optimal geometry for

(K + C)-class classification, where all the vectors are unit

vectors, i.e., ∀i, ||zi′ ||2 = zi
′T
zi

′
= 1, and have the same

pair-wise angle maximally separating the feature space with
K +C vectors, i.e., ∀i ̸= j, zi

′T
zj

′
= − 1

K+C−1 . This the-
orem allows us to adaptively update the optimal classifica-
tion geometry using the DNC algorithm when new classes
emerge and incrementally train a unified by aligning the fea-
ture space to the optimal geometry. The proof of Theorem
1 is provided in the Appendix.A.

Theorem 2. With M prototype placeholders, extend-
ing existing K-class prototypes to K + C ones using the
DNC algorithm when C new class emerged, the upper
bound of the old class prototypes is guaranteed, i.e., ∀i =
1, ...,K, ||zi− zi

′ ||2 ≤ 2− 2
√

(M−1)(M+C)
M(M+C−1) , where zi and

zi
′

are the old and new prototypes of class i, respectively.
This theorem guarantees the old class geometry stabil-

ity when learning new classes. The proof of Theorem 2 is
provided in Appendix.B.

5. Experiments
In this section, we conduct comprehensive experiments

on four benchmark datasets to demonstrate the superiority
and generality of the proposed method.

5.1. Dataset and Evaluation Details

We conduct experimental results on four benchmark
datasets, including CIFAR-10 [23], CIFAR-100 [23], CUB-
200 [50] and CoRe50 [31], to validate the efficiency and
effectiveness of the proposed DYSON method.

Datasets. CIFAR-10 [23] consists of 60,000 images
in 10 classes, where 50,000 are used for training and the
rest are used for testing. The image resolution is 32 × 32.
CIFAR-100 [23] contains 60,000 images for 100 classes,
where each class contains 600 images with 500 training and
100 testing images, respectively. CUB-200 [50] consists
of 11,788 images of 200 bird categories, where each class
contains about 30 and 29 images for training and testing,
respectively. CoRe50 [31] contains 50 classes with a to-
tal number of 16,4866 images. Each class contains around
2400 and 900 training and testing images, respectively.

Evaluation Protocol. For fair comparisons, following
the evaluation protocol in [34, 41], we conduct the n-step
comparison results on the four benchmark datasets. The n-
step protocol denotes that, with random class order, each
incremental learning stage contains of n classes. For ex-
ample, for a 2-step incremental learning on 10 classes, the
OTFCIL contains 5 incremental learning stages with each
stage containing 2 classes. We conduct 1-step, 2-step, 5-
step and the Gaussian-step to evaluate our method.

Evaluation metrics. We adopt the widely used average
accuracy (Avg) and last step accuracy (Last) to evaluate the
proposed method. The Avg is the average of accuracy after
each learning stage and the Last is the final accuracy on
all classes. We conduct the experiments on a PC with an
NVIDIA 3090Ti GPU, and run 5 times for each experiment
and report the average performance.

Implementation details. Similar to the state-of-the-art
OTFCIL methods [34], CoPE [9] and Ensemble [41], we
employ a ResNet50 [16] and a ViT-S/8 [6] pre-trained on
ImageNet as our feature extractor backbone, where the clas-
sifier is removed. We set the batch size N = 50 and the
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Method Backbone Buffer Size
CIFAR-10

Buffer Size
CIFAR-100

1-step 2-step Gaussian 1-step 5-step Gaussian
ODDL [55]

Resnet18
2k - 52.7 - 2k - 27.2 -

SDP [22] 500 - 66.2 76.3 2k - - -
Ours 0 73.4 74.4 76.5 0 49.6 45.3 47.0

CoPE [9]

Resnet50

1k - 48.9 - 5k - 21.6 -
CN-DPM [26] 1k - 45.2 - 1k - 20.1 -
GMED [19] 5k - 47.7 - 5k - 19.6 -
FCA [54] 0 77.5 78.7 76.1 0 53.3 48.7 53.4

Ensemble [41] 2k 78.3 79.0 50.1 6k 54.1 55.3 39.0
DSDM [34] 2k 79.4 79.6 78.7 6k 54.9 55.3 55.5

Ours 0 79.5 80.7 79.1 0 58.9 59.2 58.6
L2P [49]

ViT-S/8
1k 46.8 61.4 57.5 3k 8.4 27.3 47.8

DSDM [34] 1k 85.5 85.6 84.9 3k 61.1 60.8 61.4
Ours 0 92.6 93.5 93.8 0 77.7 75.6 76.4

Table 1. The OTFCIL performance in terms of Last accuracy (%) on the CIFAR-10 and CIFAR-100 datasets. The best and second results
are noted by bold and underline, respectively.

Datasets CIFAR-10 CoRe50
Buffer size 1k 2k 5k 1k 2k 5k
Accuracy Avg Last Avg Last Avg Last Avg Last Avg Last Avg Last
A-GEM [8] 43.0 17.5 59.1 38.3 74.0 59.0 20.7 8.4 21.9 10.3 22.9 11.5
MIR [3] 67.3 52.2 80.2 66.2 83.4 74.8 33.9 21.1 37.1 24.5 38.1 27.7
GSS [5] 70.3 56.7 73.6 56.3 79.3 64.4 27.8 17.8 31.0 18.9 31.8 21.1
ASER [42] 63.4 46.4 78.2 59.3 83.3 73.1 24.3 12.2 30.8 17.4 32.5 18.5
GDUMB [35] 73.8 57.7 83.8 72.4 85.3 75.9 41.2 23.6 48.4 32.7 54.3 41.6
CV [15] 76.0 62.9 84.9 74.1 86.1 77.0 45.1 26.5 50.7 34.5 56.3 43.1
DSDM [34] 80.2 67.0 83.8 72.5 85.6 76.0 43.9 43.3 53.2 50.8 66.3 57.1

Buffer size 0 0
Accuracy Avg Last Avg Last
Ours 81.8 74.4 70.7 61.3

Table 2. Online CIL performance comparison on the CIFAR-10 and CoRe50 datasets.

number of prototype placeholders M = 10. We train our
model using Adam with lr = 2e-5 and weight decay = 5e-6.
We set β = 0.3 for center updating in Eq. (5).

5.2. Comparison with state-of-the-art methods

Online Task-Free Class-Incremental Learning. In Ta-
ble 1, we compare our DYSON method with state-of-the-
art OTFCIL methods, including CoPE [9], CN-DPM [26],
GMED [19], FCA [54], Ensemble [41] and DSDM [34],
and a represent class incremental learning L2P [49] method.
Similar to the very recent work DSDM, we report the Last
accuracy on the CIFAR-10 and CIFAR-100 datasets under
the 1-, 2-, 5- and Gaussian-step evaluation protocols, where
the compared using the identical ResNet50 and ViT-S/8 as
the one of ours. From the table, we can see that, 1) by com-
puting the DNC geometry and aligning the feature space to
the geometry using new class features and old class pseudo
features, the DYSON is a memory-buffer-free method that
does not require storing any old class samples to alleviate
the catastrophic forgetting. 2) Compared to the competitive
DSDM method using a memory buffer storing 1k old class
samples, the proposed DYSON method significantly and
steadily outperforms the DSDM both on the CIFAR-10 and
CIFAR-100 datasets by a large margin. On the CIFAR-10
dataset, it outperforms the DSDM by 7.1%, 7.9% and 8.9%
in terms of the 1-, 2- and Gaussian-step protocols, respec-

tively, using the same ViT-S/8 backbone. On the more chal-
lenging CIFAR-100 dataset, it dramatically outperforms the
DSDM by 16.1%, 14.8% and 15.0% in terms of the 1-, 2-
and Gaussian-step protocols, respectively, using the identi-
cal ViT-S/8 backbone. These results demonstrate the supe-
riority of the DYSON method. 3) Using both the ResNet50
and ViT-S/8 as the backbone, the proposed DYSON steadily
and dramatically outperforms the state-of-the-art methods,
demonstrating the robustness of the proposed method to dif-
ferent backbones.

Online Class-Incremental Learning. Following the
online CIL setting in [15,34], in Table 2, we conduct experi-
mental comparisons on the CIFAR-10 and CoRe50 datasets.
The CIFAR-10 is evaluated under the 2-step evaluation pro-
tocol, where the learning progress is split into 5 learning
stages, where each stage contains the samples of two novel
classes. The Core50 is split into 9 learning stages, where
10 classes are learned in the first stage and 5 classes for
the following incremental stages. We compare our pro-
posed method with SOTA online CIL methods, including
A-GEM [8], MIR [3], GSS [5], ASER [42], GDUMB [35]
and Candidates Voting [15]. For a fair comparison, fol-
lowing the settings in DSDM, all the compared methods
(including DYSON) use an identical ImageNet pre-trained
Resnet18 as the backbone. From Table 2, we can see that,
1) all the existing SOTA methods heavily rely on storing a

23747



Method
CIFAR-100 CUB-200

Buffer Size
2-step 5-step 2-step 5-step

EWC [21] 15.4 17.9 15.9 18.2

3k

LwF [27] 32.8 37.9 29.8 36.1
iCaRL [37] 52.8 57.2 44.3 49.6

End-to-End [7] 50.3 49.7 44.5 49.9
FearNet [20] 56.9 62.5 47.8 52.7

ILUGAN [51] 58.0 63.1 49.7 54.9
DSDM [34] 63.3 63.2 55.2 55.5

Ours 71.7 71.9 59.1 59.9 0

Table 3. Offline TFCL performance comparison in terms of Avg
accuracy (%) on the CIFAR-100 and CUB-200 datasets. The best
and second results are noted by bold and underline.

M 0 10 20 50 100 200
Last acc 56.80 59.18 58.24 59.01 58.65 57.54
Avg acc 67.67 70.54 69.41 69.62 69.74 68.32

Table 4. The influence of hyper-parameter M on CIFAR-100.

number of old class samples (i.e., the buffer size) to solve
the challenging online incremental learning problem, where
the more samples they stored, the more accurate they are.
2) The proposed DYSON does not require storing the old
class samples and significantly outperforms the memory-
buffer-based methods by a large margin. Specifically, on
the CoRe50 dataset, the DYSON dramatically outperforms
the competitive DSDM-1k by 26.8% and 18.0% on Avg and
Last accuracies, respectively, and outperforms the DSDM-
5k by 4.4% and 4.2% on Avg and Last accuracies.

Offline task-free class-incremental learning. Further,
in Table 3, we also conduct experiments on the CIFAR-
100 and CUB-200 datasets for offline TFCIL performance
evaluation. Following the settings in [20, 51], all the com-
pared methods use an ImageNet pre-trained ResNet50 as
the backbone, and the existing methods use 3k buffer size
storing old class samples. From the table, we can see
that the proposed DYSON steadily and significantly outper-
forms the existing methods by a large margin. Compared
to the competitive DSDM method, DYSON achieves 8.4%
and 8.7% Avg accuracy improvements on 2- and 5-step pro-
tocols on CIFAR-100 dataset, and achieves 3.2% and 4.4%
improvements on the CUB-200 dataset.

Performance analyze. We can see the DYSON signifi-
cantly outperforms the existing SOTA methods without us-
ing any memory buffer. The performance improvements
come from two aspects. First, the learn-and-align paradigm,
which first computes an optimal geometry for the emerged
classes and then aligns the feature space to the geometry.
Second, the proposed DNC algorithm computes and up-
dates the geometry when new classes emerge. It extends
the geometry without loss of structure optimality and guar-
antees the old class prototypes have an explicit upper bound,
guarantees the stability of old knowledge.

Dataset Backbone 1-step 2-step Gaussian

CIFAR-10
ResNet50 79.5 80.7 79.1

DINO-ResNet50 84.5 85.6 83.8

CIFAR-100
ResNet50 58.9 59.2 58.6

DINO-ResNet50 60.9 57.1 60.1

Table 5. Ablation study using self-supervised pre-trained back-
bone on the CIFAR-10 and CIFAR-100 datasets.

5.3. Ablation Studies

Influence of hyper-parameter M . In Table 4, we con-
duct an ablation study on the CIFAR-100 dataset under the
5-step evaluation protocol to analyze the influence of pa-
rameter M on Last accuracy. The M is the number of
placeholders influencing the stability of the DNC geometry.
From the table, we can see that, when M = 0, the perfor-
mance is inferior both in Avg and Last. This is due to the ge-
ometry being unstable without the placeholders at the early
CIL stage. When 10 ≤ M ≤ 100, the performance keeps
steady with the growth of M . When M = 200, the perfor-
mance decreases slightly as too many placeholders hamper
the learning of new classes. We fix M = 10 for all the
experiments according to the experiment results.

Pre-trained backbone without using label annotation.
To get rid of the concerns that the new classes in the four
benchmark datasets have already been learned by the Ima-
geNet pre-trained model, in Table 5, we conduct an abla-
tion study using a self-supervised DINO-ResNet50 back-
bone [6]. The DINO-ResNet50 is pre-trained by self-
supervised information distillation, wherein no class infor-
mation is used in training. From the table, we can see
that, using the DINO-ResNet50 further improves the per-
formance, which demonstrates the ability of the proposed
method in learning new classes.

6. Conclusion

We propose a novel DYSON method containing a feature
extractor backbone, a Dynamic Feature-Geometry Align-
ment (DFGA) module and a training-free class-incremental
classifier, for the challenging OTFCIL problem. It follows
a novel learn-and-align paradigm, which first computes an
optimal geometry classifying existing classes and updates
it when new classes emerge, and then aligns the feature
space to the geometry. We derive a Dynamic Neural Col-
lapse (DNC) algorithm to compute and update the geome-
try, where the geometry is updated without loss of the opti-
mality and old class prototype drift have an upper bound.
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