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Abstract

The paradigm of pre-training and fine-tuning has laid
the foundation for deploying deep learning models. How-
ever, most fine-tuning methods are designed to meet a spe-
cific resource budget. Recently, considering diverse deploy-
ment scenarios with various resource budgets, SN-Net [51]
is introduced to quickly obtain numerous new networks
(stitches) from the pre-trained models (anchors) in a model
family via model stitching. Although promising, SN-Net
confronts new challenges when adapting it to new target
domains, including huge memory and storage requirements
and a long and sub-optimal multistage adaptation pro-
cess. In this work, we present a novel framework, Efficient
Stitchable Task Adaptation (ESTA), to efficiently produce a
palette of fine-tuned models that adhere to diverse resource
constraints. Specifically, we first tailor parameter-efficient
fine-tuning to share low-rank updates among the stitches
while maintaining independent bias terms. In this way, we
largely reduce fine-tuning memory burdens and mitigate the
interference among stitches that arises in task adaptation.
Furthermore, we streamline a simple yet effective one-stage
deployment pipeline, which estimates the important stitches
to deploy with training-time gradient statistics. By assign-
ing higher sampling probabilities to important stitches, we
also get a boosted Pareto frontier. Extensive experiments on
25 downstream visual recognition tasks demonstrate that
our ESTA is capable of generating stitches with smooth
accuracy-efficiency trade-offs and surpasses the direct SN-
Net adaptation by remarkable margins with significantly
lower training time and fewer trainable parameters. Fur-
thermore, we demonstrate the flexibility and scalability of
our ESTA framework by stitching LLMs from LLaMA fam-
ily, obtaining chatbot stitches of assorted sizes1.

1. Introduction
The paradigm of pre-training and fine-tuning has un-
derpinned modern applications in both vision and lan-
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1Source code will be released at https://github.com/

ziplab/Stitched_LLaMA.

guage. With off-the-shelf models pre-trained on large-
scale datasets, the de-facto choice is vanilla full fine-tuning,
which tunes all the model parameters with the down-
stream data. To reduce memory footprint and avoid over-
fitting, an emerging trend is to tune a small proportion
of the model parameters while freezing the majority ones
with Parameter-Efficient Fine-Tuning (PEFT) [27, 28, 31].
However, both full fine-tuning and PEFT target an exclusive
specific resource budget for each downstream task, while in
reality, we often need to deploy multiple models simulta-
neously to meet various resource demands. This makes us
ponder: What is an effective and efficient way to obtain a
palette of fine-tuned models meeting different resource con-
straints?

A natural approach is to compress a well-trained large
model into numerous smaller ones [11, 21, 29, 36]. How-
ever, the computational cost grows linearly with the number
of deployment scenarios. Following the once-for-all net-
work [8, 20], a few works first pre-train a weight-sharing
over-parameterized supernet, then adapt the supernet to the
downstream tasks. Although promising, training supernets
at scale with large datasets requires prohibitive computa-
tional resources, e.g., thousands of GPU training hours,
which is practically infeasible.

On the other hand, there are many open-source large
models [5, 23, 64] from communities such as Hugging-
Face [72] that are pre-trained on large-scale datasets and
ready to be downloaded. Inspired by the success of model
stitching [4, 12, 38], recently, Stitchable Neural Networks
(SN-Net) [51] has been proposed to stitch pre-trained mod-
els (anchors) of the same family to quickly obtain a set of
candidate new networks (stitches) with different accuracy-
efficiency trade-offs of a wide FLOPs range. However, the
scope of SN-Net is limited to the pre-training classification
task on the same source domain [56]. When directly adapt-
ing the standard approach of SN-Net to a target domain,
it faces new challenges. Specifically, the straightforward
way to employ SN-Net in task adaptation typically requires
three stages: first adapting anchors individually to the tar-
get domain, followed by stitching the adapted anchors, and
finally evaluating all stitches to find and deploy the ones
on the Pareto Frontier. Such a three-stage adaptation pro-
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Table 1. Comparison of frameworks for obtaining a palette of networks to meet different hardware efficiency constraints. Supernet-based
methods NAT [47] and TOFA [35] necessitate a supernet training stage plus long deployment GPU hours and are restricted to small FLOPs
ranges. SN-Net [51] employs model stitching to achieve a wide FLOPs range with significantly reduced deployment GPU hours. Our
ESTA framework further reduces the deployment GPU hours, fine-tuning memory, and trainable parameters, and is scalable to produce
LLM stitches with billions of parameters (Section 5.2). The deployment GPU hours and fine-tuning memory for both SN-Net and ESTA
are measured on a single NVIDIA GeForce RTX 3090 GPU when stitching ViT-Ti/S/B anchors [16] with batch size 64. ∗ indicates data is
inferred from the training recipe of TOFA’s supernet architecture FBNetV3 [14].

Method Adapting supernet Deployment GPU hours Fine-tuning memory Trainable parameter # FLOPs range (G) LLM friendly

NAT [47] ✗ >1,000 - >10M [0.2, 0.6] ✗

TOFA [35] ✓ >1,000∗ - >10M∗ [0.2, 2.5] ✗

SN-Net [51] ✗ 19.3 13,235M 124.2M [1.3, 17.6] ✗

ESTA (ours) ✗ 5.0 9,685M 4.6M [1.3, 17.6] ✓

cess is expensive and sub-optimal. Moreover, adapting SN-
Net typically needs to load and optimize all parameters of
multiple models, leading to a daunting training-time mem-
ory cost. For instance, stitching the two smallest models
in the LLaMA family [64, 64] with SN-Net under standard
training settings (32-bit floating point parameters and Adam
optimizer on a single GPU) requires more than 80G Video
RAM that cannot fit into high-end GPUs such as NVIDIA
A100. SN-Net also requires saving a separate instance of
the model family for each task, making the storage grow
linearly with the number of deployed applications.

Therefore, in this paper, we introduce a novel Efficient
Stitchable Task Adaptation (ESTA) framework. Specifi-
cally, built upon SN-Net [51], ESTA introduces two main
designs to overcome the aforementioned issues. First,
to reduce the memory and storage costs, we tailor a
Parameter-efficient Stitch fine-Tuning (PST) method, which
incorporates the representative sparse fine-tuning tech-
nique LoRA [28] to keep the anchors and stitching layer
weights frozen, while approximating their updates with
trainable low-rank decomposition matrices. In addition to
stitch-agnostic LoRA modules, we further introduce stitch-
specific bias terms to alleviate the conflict among different
stitches. Second, we propose a simple one-stage deploy-
ment pipeline to simultaneously adapt and stitch the pre-
trained anchors to the target domain. Moreover, we propose
to estimate and accumulate an importance score for each
stitch via the saliency pruning criterion [37]. With the im-
portance scores, we develop a novel stitch-sampling method
to assign important stitches with higher sampling probabil-
ities. More importantly, after fine-tuning, the stitch impor-
tance scores can be directly used to infer the best ones at the
Pareto frontier for deployment. Table 1 compares different
efficient frameworks for diverse deployments.

Overall, our paper has the following major contribu-
tions. 1) This is a pioneering work to investigate the prob-
lem of efficient fine-tuning of SN-Net for task adaptation.
Our solution ESTA is a successful endeavor that deliv-
ers dozens of ready-to-deploy vision models up to 17.6G
FLOPs in 5 GPU hours as well as multiple chatbot mod-
els with billions of parameters by stitching LLaMA mod-

els [64, 65] for the instruction-following task. 2) We de-
vise a parameter-efficient stitch fine-tuning method that
incorporates trainable stitch-agnostic LoRA modules and
stitch-specific bias terms, which largely reduces the fine-
tuning memory footprints while alleviating the interference
issue among stitches. Moreover, we streamline a simple
one-stage deployment pipeline with a novel task-specific
stitch sampling strategy that greatly reduces the deployment
time and improves Pareto frontiers. 3) Extensive experi-
ments conducted on 25 downstream visual recognition tasks
demonstrate that when stitching ViT-Ti/S/B [16], our ESTA
achieves remarkable performance improvements compared
to the direct SN-Net adaptation counterpart while utilizing
significantly fewer trainable parameters.

2. Related Work

Model stitching. Model stitching [4, 38] targets connect-
ing the bottom layers of one network to the top layers of
another with a stitching layer. Following [38], model stitch-
ing is first employed to measure the similarities for the inner
representations learned by deep neural networks [4, 12, 25].
Previous works [4, 12] observe that trained networks with
different initializations can be effectively stitched without
incurring significant performance drop. Based on this ob-
servation, DeRy [76] stitches the blocks dissected from dif-
ferent pre-trained models and assembles a new model based
on their quantified similarity for better performance. Herdt
et al. [24] propose interpreting the inner representations of
a deep network by stitching it with a pre-trained GAN gen-
erator. Recently, from the perspective of flexible deploy-
ment, SN-Net [51] stitches models of different sizes within
a model family to cheaply produce numerous new networks
with diverse accuracy and efficiency trade-offs in the pre-
training task. In contrast to [51], our work specifically tar-
gets obtaining a palette of fine-tuned models for the task
adaptation setting. To do so, we make key redesigns in-
cluding a parameter-efficient stitch fine-tuning method and
a simple one-stage deployment pipeline to overcome the ef-
ficiency challenges in SN-Net adaptation.
Parameter-efficient fine-tuning. Parameter-efficient fine-
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tuning [27, 28, 31, 40] is a powerful alternative to vanilla
full tine-tuning, which updates only a small number of pa-
rameters while freezing the majority ones. Freezing the ma-
jority of parameters allows us to optimize storage and re-
duces the burden on training GPU memory, as there is no
need to store their gradients or other training time statis-
tics. Recent research freezes the vast majority of param-
eters while fine-tuning either the parameters that are in-
herited in the backbone [77, 80] or additionally added, in
the form of learnable prompts [31, 39], low-rank bottleneck
layers [27], learnable scaling and shifting factors [41], and
separated small networks [61]. Meanwhile, PEFT has been
employed in numerous downstream applications. For in-
stance, while freezing the most parameters, Polyhistor [45]
learns a hyper-network to generate adapter weights [27] for
multi-task adaptation, LLaMA-Adapter [83] inserts learn-
able prompts into Transformer layers for the instruction-
following task, and ControlNet [82] employs the zero-
initialized convolutions to fine-tune diffusion generative
models [55]. However, these works target only one exclu-
sive resource budget and are not scalable to diverse deploy-
ment scenarios. Unlike other methods, our ESTA is crafted
to yield multiple fine-tuned models with diverse capaci-
ties while jointly incorporating stitch-specific and stitch-
agnostic lightweight trainable parameters.
Fine-tuning with multiple models. The presence of more
large-scale models has unleashed the potential to utilize
multiple models instead of a single one during fine-tuning.
One line of work selects the best pre-trained model in the
model zoo to fine-tune. To identify the best model, prior
studies quantize the transferability of the pre-trained mod-
els ahead of fine-tuning by estimating their accuracy on
the downstream tasks [3, 17, 33] or the generalization ca-
pability to mitigate the domain gaps [6, 49, 66, 78]. An-
other way is to do model selection using an efficient on-
line learning regime [74]. Considering the diversity among
the pre-trained models, research efforts have been devoted
to effectively exploit their knowledge with feature aggre-
gation [42, 57, 58], model merging [13, 30, 48, 73], or a
mixture-of-experts architecture [59]. In contrast to previ-
ous works that merely target better performance, our work
employs off-the-shelf pre-trained model families to produce
plentiful new models for diverse deployment requirements.

3. Preliminaries

3.1. Model Stitching

Considering an L-layer feed-forward artificial neural net-
work fθ1 : X → Y parameterized by θ1, that maps any
input from the input space X to the output space Y , fθ1
can be denoted as a composition of functions that fθ1 =
fL ◦ · · · ◦ f1, where ◦ denotes the function composition. In
model stitching, fθ1 can be split up at the l-th layer into two

portions of functions where l ∈ [1, L− 1]. Given any input
X ⊆ X , the first portion of the head functions maps X to
activations Xl at layer l, i.e., Hθ1,l(X) = fl◦· · ·◦f1 = Xl.
The second portion of the tail functions maps Xl to the final
output, i.e., Tθ1,l(Xl) = fL ◦ · · · ◦ fl+1.

Given another pre-trained M -layer artificial neural net-
work fθ2 parameterized by θ2 that is split up at the m-th
layer that m ∈ [2,M ], we can then employ a stitching layer
S : Aθ1,l → Aθ2,m to map between the two activation
spaces at layers l and m. In this case, we obtain a new net-
work parameterized by ϕ and the stitching layer parameters,
i.e.,

Fϕ,S(X) = Tθ2,m ◦ S ◦Hθ1,l(X), (1)
where ϕ consists of partial parameters from both θ1 and θ2.

3.2. Stitchable Neural Network

In Stitchable Neural Network (SN-Net) [51], let a pre-
trained model family of size Z be Z = {fθz}Zz=1, where
θz is the model parameter of the z-th model. The goal
is to derive additional N candidate new networks N =
{Fϕn,Sn

}Nn=1 to adapt to various resource constraints. To
do so, SN-Net first selects a pair of pre-trained models (an-
chors) from Z and then stitches them with Eq. (1) at dif-
ferent layer indexes to get N stitches. Then, SN-Net sam-
ples the stitches randomly and jointly optimizes them. An
overview of SN-Net is depicted in Figure 1 (a). Since the
anchors vary in scale, the newly assembled stitches have di-
verse performances and complexities. Importantly, SN-Net
gives practical principles to design the space of N that one
should 1) stitch a pair of nearest anchors in terms of model
complexity in a model family; 2) stitch the head of a faster
and smaller anchor to the tail of a larger and slower anchor.
Unless specified otherwise, we adopt these as the default
experimental settings in this paper.

4. Method
In this section, we introduce our ESTA framework, which
consists of two major components: parameter-efficient
stitch fine-tuning (PST) and a simple one-stage deployment
pipeline. PST is tailored to cheaply fine-tune a palette of
stitches (Section 4.1 and Figure 1 (b)). The one-stage de-
ployment pipeline aims to simultaneously save deployment
time and improve adaptation performance (Section 4.2).

4.1. Parameter-efficient Stitch Fine-tuning

To address the problems of large storage and memory con-
sumption when adapting SN-Net to downstream tasks with
full fine-tuning, we introduce a parameter-efficient stitch
fine-tuning (PST) method as depicted in Figure 1 (b). Our
basic idea is to adapt the representative sparse fine-tuning
method LoRA [28] for SN-Net fine-tuning.
LoRA on Transformer layers. Specifically, let any pre-
trained weight matrix in the multi-head self-attention layer
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Figure 1. (a) Illustration of Stitchable Neural Network [51]. With two anchors from the same model family, SN-Net connects the early
layers of the smaller one to the latter layers of the larger one with stitching layers to obtain a set of new networks with different performance-
efficiency trade-offs, e.g., the path in Blue. (b) Overview of our PST method tailored for fine-tuning a palette of stitches, which integrates
stitch-agnostic LoRA modules with stitch-specific bias terms, aiming to promote diverse representations among stitches while maintaining
low trainable parameters. (c) Overview of our task-specific stitch sampling. We estimate the importance scores of the stitches with a
scoring function Q(·, ·) and accumulate them as global statistics with moving averages. For a resource constraint γ, we sample with a
categorical distribution π(Nγ) that is parameterized by the normalized importance scores so as to assign the important stitches with higher
sampling probabilities. After fine-tuning, we directly deploy the stitches with the highest scores to avoid the costly evaluation stage.

Conflicts Conflicts

Figure 2. Distribution of pair-wise gradient angles among stitches
when updating shared weights at fine-tuning iteration 600. We
highlight angle 90◦ with a dashed red line. For simplicity, we
show the gradient angles among the combined query, key, and
value projection matrices for a total of 32 stitches when stitch-
ing ViT-Ti and ViT-S anchors. Generally, the gradient angles are
larger in the target domain Stanford Cars [18] than in the source
domain ImageNet-1k [56].

be W ∈ Rd×k, we freeze W and insert trainable low-rank
decomposition matrices Wdown ∈ Rd×r and Wup ∈ Rr×k,
where r is the pre-defined rank that r ≪ min(d, k). In this
way, the updated version of W can be formulated as

W ′ ←W +WdownWup. (2)

We follow [28] to respectively use Gaussian and zero initial-
izations for Wup and Wdown, so that WdownWup is zero at
the beginning of fine-tuning.
LoRA on stitching layers. We further extend the low-
rank weight update to stitching layers. In SN-Net, a stitch-
ing layer is designed as a full-rank transformation matrix.
Without loss of generality, we show the low-rank update
of stitching layer Sn that stitches fθ1 and fθ2 at layers l
and m, respectively. We first follow the initialization of
stitching layers in [12, 51] to align the activations at layers
l and m − 1. Let the activations be Hθ1,l(X) ∈ Rb×d1

and Hθ2,m−1(X) ∈ Rb×d2 with sequence length b and
feature dimensions d1 and d2. The stitching layer is pa-
rameterized by a transformation matrix M ∈ Rd1×d2 ,
which is initialized by solving a least squares problem, i.e.,
M = Hθ1,l(X)†Hθ2,m−1(X), where Hθ1,l(X)† is the

Moore-Penrose pseudoinverse of Hθ1,l(X). We find that
such initialization already has impressive representational
capacity on the target domain and they can be updated with
low-rank decomposition without hurting the performance
too much. Accordingly, we update M similar to updating
W in Eq. (2) by approximating its update with two learn-
able low-rank matrices with the same initializations.

Although the low-rank updates significantly enhance pa-
rameter efficiency, the low-rank essence [2] largely lim-
its the network capacity. Particularly, in task adaptation,
we often observe conflicting updates on the shared weights
among the stitches. Figure 2 gives an example, where we
stitch pre-trained anchors on ImageNet-1k [56] and Stan-
ford Cars [18] and visualize the distribution of pair-wise
gradient angles among different stitches when updating
shared weights. We find that stitches agree less and con-
flict more (i.e., with more large angles) on the target domain
Stanford Cars compared to the source domain ImageNet-1k.
Stitch-specific bias. To address the above issue, we fur-
ther introduce stitch-specific bias terms as depicted in Fig-
ure 1 (b). Particularly, for a linear layer parameterized by
W and a bias term b, we add bias term bs when optimiz-
ing the s-th stitch, for which the output activation becomes
WX + b + bs. We employ a set of distinct bias terms
at different layers for each stitch. In this way, the stitches
are encouraged to learn distinct feature representations for
different resource requirements. To restrict the number of
trainable parameters, following [28], we only apply PST to
self-attention layers while freezing feed-forward layers.

4.2. One-stage Deployment Pipeline

Simultaneously adapt and stitch anchors. As aforemen-
tioned, given a model family Z pre-trained in the source
domain, directly adapting SN-Net to a target domain typi-
cally involves three stages. First, adapting each anchor to
the target domain D by solving θz

∗ = argminθzL(θz;D).
In the second stage, at each training iteration, SN-Net sam-
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ples a stitch and optimizes it with objective L(ϕ∗
n, Sn;D),

where ϕ∗
n is the set of SN-Net parameters for stitch Fϕn,Sn

which has been optimized once in the first stage. In the
final stage, all optimized stitches need to be evaluated to
identify the ones on the Pareto frontier for diverse resource
constraints. Such a three-stage approach is expensive and
sub-optimal (see more discussions in the supplementary
material). Thus, we propose to adapt and stitch the an-
chors simultaneously within one stage, by directly optimiz-
ing L(ϕn, Sn;D) for each sampled stitch. Moreover, we in-
troduce a novel task-specific stitch-sampling method to al-
low the promising stitches more likely to be sampled, based
on a stitch importance score. After fine-tuning, the stitches
with the highest scores are naturally selected for deploy-
ment without the need for the above final stage evaluation.
Task-specific stitch sampling. SN-Net assumes that all
stitches are equally important and performs random (uni-
form) sampling during training. However, as recognized by
prior research [43, 70] that random sampling causes a gap
between training and deployment as only the best stitches
on the Pareto frontier are actually deployed. Moreover,
since the importance of the pre-trained weights varies in dif-
ferent downstream tasks [19, 22, 75], we argue that the per-
formance of stitches that are parameterized by these weights
is also different across these tasks.

To this end, we propose to assign the important stitches
that are likely to be on the Pareto frontier with higher sam-
pling probabilities during fine-tuning to ensure that they are
optimized sufficiently. Specifically, we first estimate the
importance of each stitch with a data-dependent saliency
pruning metric SNIP [37], which measures the importance
with the first-order gradient information with barely any ex-
tra computational cost. When the n-th stitch is sampled, we
can get its importance score Q(Fϕ,Sn

,X) with the scoring
function Q(·, ·) [37]. To obtain robust importance scores
for sampling, we accumulate scores with moving average
during training, i.e.,

qtn ← ηqt−1
n + (1− η)Q(Fϕn,Sn ,X), (3)

where qtn and qt−1
n are the importance score at the t-th and

(t − 1)-th iteration, respectively, and η ∈ [0, 1) is the mo-
mentum coefficient. In this way, we can get stable impor-
tance scores. After a warm-up period that employs uniform
sampling to accumulate the scores, we assign the important
stitches with higher sampling probabilities for the rest of
the fine-tuning epochs. To do so, we uniformly divide the
resource constraint range of our stitches into several inter-
vals and sample an interval γ with uniform sampling. Ac-
cordingly, we can obtain a subset of stitches Nγ whose re-
source constraints belong to γ and their corresponding im-
portance scores Qγ . We can then define a categorical dis-
tribution based on the normalized importance scores, i.e.,
π(Nγ) = softmax(Qγ) and finally get the sampled stitch

Fϕn,Sn ∼ π (Nγ). We show that our task-specific stitch
sampling improves the performance in Section 5.3.

Additionally, with the sampled stitch, SN-Net employs
knowledge distillation with a RegNetY-160 [54] pre-trained
teacher to improve its performance. However, pre-trained
teachers on downstream tasks are often unavailable. There-
fore, in each training iteration, we always sample and train
the largest anchor (teacher) and transfer its knowledge to the
sampled stitch (student) similar to inplace distillation [79].
In practice, we employ the hard-label distillation [26, 63].
Reuse stitch importance scores for deployment. After
fine-tuning, with the set of accumulated importance scores
Qγ for all stitches, we directly use them to select the stitches
with the highest scores to deploy, which eliminates the need
for the costly evaluation of the final stage of the straightfor-
ward SN-Net adaptation solution. We empirically observe
that the deployed stitches are mostly on the Pareto frontier
in Section 5.3, suggesting our estimation of the important
stitches is accurate. Furthermore, in the supplementary ma-
terial, we show that the important stitches differ across dif-
ferent tasks, proving the need for task-specific deployment
strategies, as highlighted in [19, 22, 75]. It’s worth noting
that although the SNIP metric has been widely employed
as a one-shot metric to efficiently estimate network perfor-
mance [1, 69], we extend it to estimate stitch importance for
better training and selection.

5. Experiments

5.1. Visual Recognition

We evaluate the effectiveness of our method on a to-
tal of 25 downstream visual recognition tasks, including
fine-grained visual classification (FGVC) benchmark, com-
mon visual classification benchmark CIFAR-100 [34], and
VTAB-1k [81] benchmark. FGVC benchmark contains
NABirds [67], CUB-200-2011 [68], Stanford Cars [18],
Stanford Dogs [32], and Oxford Flowers [50] tasks and
the VTAB-1k benchmark includes 19 tasks in different do-
mains, each of which has 800 training samples. For vi-
sual recognition experiments, we stitch ImageNet-21k pre-
trained ViT-Ti/S/B models [16] from [60].
Implementation details. We employ the stitching space
and settings (kernel size as 2 and stride as 1) in [51] for
downstream visual recognition tasks. We uniformly di-
vide the resource constraints supported by the stitches into
around 15 intervals and deploy one stitch within each inter-
val. We set the hyper-parameter r for the rank of weight up-
dating in the self-attention layers to be 32, 16, and 8 for ViT-
Ti, ViT-S, and ViT-B, respectively. We also set r = d1//4
universally for all stitching layers and η in Eq. (3) as 0.9 by
grid search. We follow [31] to fine-tune 100 epochs on each
task and select the other hyper-parameters and augmenta-
tion methods. We include more implementation details in
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Figure 3. Performance comparisons with SN-Net [51] for adapting ViT-Ti/S/B pre-trained on ImageNet-22k [15] to Stanford Cars [18],
CUB-200-2011 [68], Stanford Dogs [32], and NABirds [67]. We denote individually fine-tuned anchors as yellow stars. We also show the
number of trainable parameters.

Figure 4. Performance comparisons with SN-Net [51] for adapting
ViT-Ti/S/B pre-trained on ImageNet-22k [15] to VTAB-1k [81]
and CIFAR-100 [34]. We denote individually fine-tuned anchors
as yellow stars and also show the number of trainable parameters.

Table 2. Relative response quality to Alpaca-LoRA 7B [62] on Vi-
cuna Bench [10]. Our Stitched LLaMA successfully interpolates
the answer quality between Alpaca-LoRA 7B and 13B.

Alpaca-LoRA Stitched LLaMA

Parameter # (B) 6.7 13.0 6.9 7.8 11.5 12.5 13.0
Quality (%) 100 123 113 114 115 120 123

the supplementary material.
Main results. We compare the performance of our ESTA
with SN-Net and the individual anchors fine-tuned with
LoRA [28] on various datasets. The FLOPs-accuracy
curves are visualized in Figures 3 and 4. We report the av-
eraged results over the three task groups on VTAB-1k fol-
lowing [31]. Overall, the stitches obtained by our ESTA ex-
hibit smooth FLOPs-accuracy trade-off curves consistently
across all datasets. Notably, the curve for our ESTA out-
performs SN-Net by significant margins with much fewer
trainable parameters. We show that the inferior results of
SN-Net on downstream tasks are led by the sub-optimal de-
signs of fine-tuning all model parameters and a three-stage
adaptation pipeline in Section 5.3.

We also observe that the stitches even outperform the an-
chors with comparable or lower FLOPs in many cases. For
instance, stitches outperform individually fine-tuned ViT-
S/B anchors by clear margins on NABirds, CUB-200-2011,
Stanford Cars, and Stanford Dogs datasets with comparable
computational complexity. This phenomenon is consistent
with the observations made in [52, 79]. We conjecture that
weight sharing among the stitches serves as a strong regu-
larization to improve their generalization. We show more
results on few-shot learning and stitching Convnets [46] in
the supplementary material.

5.2. Instruction-following Task

We also evaluate the instruction-following capability when
stitching the LLaMA family [64] with our ESTA frame-
work. We adapt and fine-tune LLaMA-7B/13B on the 52K
instruction-following dataset from [62] to obtain chatbot
stitches of varying sizes. The 52K instruction-following
data is generated from 175 human-written instruction-
output pairs with [71]. Each sample in the dataset is formu-
lated by a task description, the context of the task, and the
answer that is generated by GPT-3.5 (text-davinci-003) [7].
Implementation details. We employ the stitching space
and settings (kernel size as 1 and stride as 1) in [51] for
the instruction-following task and introduce 40 stitches. We
uniformly divide the resource constraints supported by the
stitches into 6 intervals and deploy one stitch within each
interval. We set η in Eq. (3) as 0.9. The rank r is set to 16
and d1//4 for LoRA modules in self-attention and stitch-
ing layers, respectively. We employ Adam optimizer and
fine-tune with batch size 128 for 10 epochs with gradient
accumulation. During the generation stage, we employ top-
p sampling to sample from the top subword candidates with
the probability p = 0.75, conduct the beam search, and set
the beam size as 4.
Results. We term the stitches obtained by our ESTA frame-
work as Stitched LLaMA and compare them with Alpaca-
LoRA 7B and 13B that respectively freeze the LLaMA 7B
and 13B backbones and update the self-attention weights
with LoRA modules [28]. For quantitative results reported
in Table 2, we observe that similar to the visual recog-
nition tasks, our Stitched LLaMA with different numbers
of parameters generates answers with plausible quality in-
between Alpaca-LoRA 7B and 13B. Figure 5 gives quali-
tative comparisons. Our Stitched LLaMAs produce reason-
able responses, suggesting the potential of our ESTA for
adapting large language models (LLMs) for more down-
stream language tasks. More examples can be found in the
supplementary material.

5.3. Ablation Study
Effect of parameter-efficient stitch fine-tuning. We in-
vestigate the effectiveness of our PST on five FGVC tasks
and visualize the averaged results in Figure 6 (a) and (b).
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Alpaca-LoRA 7B (0.035 s/token): Dear [Name 
of Employer], I am writing to inform you that I 

am resigning from my position as [Job Title] with 
[Company Name]. It has been a pleasure working with 
you and I am grateful for the opportunities you have 
provided me. I wish you and the company all the best 
in the future. Sincerely, [Your Name]

Stitched LLaMA 8B (0.037 s/token): Dear [Employer], I am writing to inform you that I am
resigning from my position at [Company Name] with a heavy heart. I have enjoyed my time 

working with you and the team, and I am grateful for the opportunities that have been provided to me. 
I would like to express my sincere appreciation for the training, support, and opportunities that have 
been provided to me during my time at [Company Name]. I have learned a great deal and have grown 
personally and professionally. Please accept my best wishes for the continued success of [Company 
Name] and the team. I wish you all the best in the future. Sincerely, [Your Name]

Instruction: Can you help me write a resignation letter to my current employer, while leaving on good terms and expressing gratitude for the opportunities provided?

Stitched LLaMA 8B (0.037 s/token): Alpacas are herbivorous mammals that belong 
to the family Camelidae, which also includes camels and camelids. They are native to 

the South American continent and are commonly found in Peru, Argentina, Bolivia, and Chile. 
Alpacas are smaller than their cousin, the camel, and are typically about 80-90 inches tall 
when fully grown. They are known for their soft, shimmering, and light-weight fibers, which 
are used to make clothing, carpets, and other textile products. Alpacas are herbivores, and 
their diet consists mainly of grasses, leaves, and straw. They are social animals and live in 
herds of up to 100 alpacas, led by a dominant male. Alpacas are known for their calm and 
gentle nature, and they are often used as livestock for their soft, shimmering fibers.

Alpaca-LoRA 7B (0.035 s/token): Alpacas are members of
the camelid family, which also includes llamas and camels. 

They are native to the Andes Mountains in South America, where 
they have been domesticated for thousands of years. Alpacas are 
known for their soft, luxurious fiber, which is used to make 
clothing, blankets, and other textiles. They are also raised for their 
meat, which is considered a delicacy in some parts of the world. 
Alpacas are gentle, intelligent animals, and they are prized for 
their docile nature and ability to thrive in a wide range of climates.

Stitched LLaMA 11B (0.041 s/token): Alpacas are native to South America and are members of the camelid family. They are known for their soft, fluffy
coats and their gentle nature. Alpacas are herbivores, meaning they feed on grass and other vegetation. They have a gestation period of approximately 11 

months and usually give birth to a single baby, although twins and triplets are not uncommon. Alpacas are social animals and live in herds, led by a dominant 
male. They communicate with each other using a variety of vocalizations, including whistles, grunts, and barks. Alpacas are intelligent animals and are known for 
their curiosity and playful nature. Alpacas have been domesticated for thousands of years and are used for a variety of purposes, including as pets, for their fiber, 
and for their meat. Alpaca fiber is prized for its softness and warmth, making it a popular material for clothing and blankets. Alpaca meat is also considered a 
delicacy in some parts of the world. Overall, alpacas are gentle, intelligent animals that have been domesticated for thousands of years. They are valued for their 
fiber, meat, and companionship.

Instruction: Tell me about alpacas.

Stitched LLaMA 11B (0.041 s/token): Dear [Employer], I am writing this letter to inform you of my decision to resign from my position at [Company]. It has 
been a great pleasure to work for [Company] and I have learned a lot during my time here. I would like to express my gratitude for the opportunities that 

have been provided to me and for the support and guidance that I have received from my colleagues and supervisors. I have grown both professionally and 
personally during my time at [Company] and I am grateful for the experiences I have had. I am leaving on good terms and would be happy to provide a positive 
reference for [Company] in the future. If there is anything I can do to assist with the transition, please do not hesitate to reach out. Thank you for the opportunity to 
work for [Company] and I wish you all the best in your future endeavors. Sincerely, [Your Name]

Figure 5. Instruction-following comparison between Stitched LLaMA obtained by our ESTA and the Alpaca-LoRA 7B fine-tuned with
LoRA [28].

(a) (b) (c) (d)

Figure 6. Ablation studies with results averaged over five FGVC tasks. (a) Effect of our stitch-agnostic LoRA modules. “Full FT”
represents full fine-tuning of all the model parameters. “PST w/ full SL” employs fully fine-tuned stitching layers. We also show the
number of trainable parameters. (b) Effect of our stitch-specific bias terms. “SSB” and “scaled r” represent stitch-specific bias terms and
scaling the rank hyperparameter to reach 4.6M trainable parameters, respectively. (c) Effect of our task-specific stitch sampling. “Uniform,
all” and “Uniform, best” represent all the stitches fine-tuned with uniform sampling and their best ones in each resource constraint interval
on the Pareto frontier, respectively. (d) Effect of our strategy to simultaneously adapt and stitch anchors. Our strategy “Adapt-and-stitch”
takes 100 epochs for fine-tuning. In contrast, “Adapt-then-stitch”, as a straightforward approach to apply SN-Net, first individually adapts
each anchor for a total of 300 epochs, and then fine-tunes SN-Net for another 100 epochs.

To recall, our PST keeps the majority of the model parame-
ters frozen while introducing trainable stitch-agonistic low-
rank decomposition matrices and stitch-specific bias terms.
In Figure 6 (a), we observe that when employing LoRA to
the multi-head self-attention layers, there are solid perfor-
mance gains on all FLOPs ranges with significantly fewer
trainable parameters, echoing the observations in [31, 41].

It is suggested that low-rank weight updates is a powerful
alternative to full fine-tuning for stitching and adapting an-
chors and we speculate that low-rank weight update avoids
overfitting under limited downstream data. We further em-
ploy low-rank weight updates to the stitching layers and
save 2.4M more trainable parameters with a slight overall
performance drop. We conjecture that the stitching layers
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for large pre-trained models are also in low intrinsic dimen-
sions [2] and least-squares initialization [51] already pro-
vide a good initialization for them.

Figure 6 (b) shows that employing stitch-specific bias
terms achieves better performance with affordable 1.4M ex-
tra trainable parameters. We also include the baseline that
simply scales the low-rank dimension r to reach the same
number of trainable parameters as our PST. This baseline is
inferior to our PST. We speculate that the stitch-specific bias
terms enable flexible adjustments of feature representations
for different stitches, leading to enhanced performance.
Effect of task-specific stitch sampling. We investigate the
effectiveness of our sampling strategy (introduced in Sec-
tion 4.2) on the five FGVC tasks. The averaged results are
visualized in Figure 6 (c). We compare our task-specific
stitch sampling with the uniform one that is adopted in [51].
We empirically find that for uniform sampling, there is a
clear performance gap between the best stitches that will
be deployed and the others that will be dropped after train-
ing, suggesting the need for concentrating on the impor-
tant stitches during training. To this end, our task-specific
sampling strategy performs better than uniform sampling,
indicating that our sampling strategy selects accurate task-
specific important stitches. Most importantly, our strategy
circumvents the need for the costly evaluation stage in the
direct solution of adapting SN-Net for downstream tasks.
Effect of simultaneously adapting and stitching anchors.
We study the effect of simultaneously adapting and stitching
anchors strategy (introduced in Section 4.2) on five FGVC
tasks. The averaged results are visualized in Figure 6 (d).
We compare our approach with the direct SN-Net adapta-
tion that first adapts each anchor individually for a total of
300 epochs before stitching them under the exact setting
as ESTA. It can be seen that the direct SN-Net adaptation
yields poor results in task adaptation. Fine-tuned individual
anchors, especially the larger ones, are likely to overfit the
limited downstream data [44, 53]. Accordingly, we specu-
late that the adapted anchor weights serve as a sub-optimal
initialization for the stitches in the context of model stitch-
ing. On the other hand, our approach achieves better perfor-
mance and greatly saves the fine-tuning cost.
Effect of the PEFT technique choices. We compare the
effect of different PEFT technique choices and visualize the
averaged results on the five FGVC tasks in Figure 7 left. We
experiment to employ other PEFT techniques Adapter [27]
and Adaptformer [9]. We follow their default setting to re-
spectively insert bottleneck structures sequentially and in
parallel to the feed-forward layers and fix the number of
trainable parameters the same as ours for a fair comparison.
We observe that the overall performance for different PEFT
techniques is similar, suggesting that our ESTA framework
is compatible with more PEFT technique choices. Since
low-rank weight updates of LoRA [28] can be merged into

Figure 7. Left: effect of different PEFT technique choices. Right:
effect of the rank hyper-parameter r in LoRA modules of self-
attention layers, for which the three values represent the ranks in
ViT-Ti, ViT-S, and ViT-B, respectively. The results are averaged
on five FGVC tasks.

the backbone after training without extra inference compu-
tational cost, we employ LoRA by default.

Effect of the low-rank hyper-parameter r. We investigate
the effect of different r which controls the rank when updat-
ing weights in self-attention layers on the five FGVC tasks.
The averaged results on the five FGVC tasks are visualized
in Figure 7 right. We find that setting r to be different values
barely has any effect on the overall performance, suggesting
our ESTA framework is robust to the rank hyper-parameter
r. Since setting r to be 32, 16, and 8 for low-rank updating
the self-attention weights in ViT-Ti, ViT-S, and ViT-B has
slightly higher averaged performance among the stitches,
we make it our default setting.

6. Conclusion and Future Work

In this paper, we have introduced a novel task adaptation
framework to cheaply obtain a palette of fine-tuned net-
works via model stitching, supporting diverse efficiency-
performance tradeoffs at runtime. Specifically, built on
SN-Net, we have tailored a parameter-efficient stitch fine-
tuning method, which learns lightweight stitch-agnostic
LoRA modules and stitch-specific bias terms while keep-
ing the majority of the parameters frozen. Our design sig-
nificantly reduces fine-tuning memory and storage costs for
downstream task adaptation. Moreover, we have devised a
task-specific stitch sampling strategy to assign higher sam-
pling probability to the important stitches during training,
which simultaneously improves the Pareto frontiers and
avoids a costly evaluation stage. Extensive experiments on
25 downstream visual recognition tasks and the instruction-
following task have demonstrated the effectiveness of our
proposed framework.

Limitations. Due to the constraints of computational re-
sources, our experiments are limited to visual recognition
and instruction-tuning tasks. In the future, we will explore
adapting pre-trained model families to dense prediction and
multi-modal tasks.
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Rault, Rémi Louf, Morgan Funtowicz, et al. Transform-
ers: State-of-the-art natural language processing. In EMNLP,
pages 38–45, 2020. 1

[73] Mitchell Wortsman, Gabriel Ilharco, Samir Ya Gadre, Re-
becca Roelofs, Raphael Gontijo-Lopes, Ari S Morcos,
Hongseok Namkoong, Ali Farhadi, Yair Carmon, Simon Ko-
rnblith, et al. Model soups: averaging weights of multiple
fine-tuned models improves accuracy without increasing in-
ference time. In ICML, pages 23965–23998. PMLR, 2022.
3

[74] Hang Xu, Ning Kang, Gengwei Zhang, Chuanlong Xie, Xi-
aodan Liang, and Zhenguo Li. Nasoa: Towards faster task-
oriented online fine-tuning with a zoo of models. In ICCV,
pages 5097–5106, 2021. 3

[75] Runxin Xu, Fuli Luo, Zhiyuan Zhang, Chuanqi Tan, Baobao
Chang, Songfang Huang, and Fei Huang. Raise a child in
large language model: Towards effective and generalizable
fine-tuning. In EMNLP, 2021. 5

[76] Xingyi Yang, Daquan Zhou, Songhua Liu, Jingwen Ye, and
Xinchao Wang. Deep model reassembly. NeurIPS, 35:
25739–25753, 2022. 2

[77] Jason Yosinski, Jeff Clune, Yoshua Bengio, and Hod Lip-
son. How transferable are features in deep neural networks?
NeurIPS, 27, 2014. 3

[78] Kaichao You, Yong Liu, Jianmin Wang, and Mingsheng
Long. Logme: Practical assessment of pre-trained models
for transfer learning. In ICML, pages 12133–12143. PMLR,
2021. 3

[79] Jiahui Yu and Thomas S Huang. Universally slimmable net-
works and improved training techniques. In ICCV, pages
1803–1811, 2019. 5, 6

[80] Elad Ben Zaken, Yoav Goldberg, and Shauli Ravfogel. Bitfit:
Simple parameter-efficient fine-tuning for transformer-based
masked language-models. In ACL, pages 1–9, 2022. 3

[81] Xiaohua Zhai, Joan Puigcerver, Alexander Kolesnikov,
Pierre Ruyssen, Carlos Riquelme, Mario Lucic, Josip Djo-
longa, Andre Susano Pinto, Maxim Neumann, Alexey Doso-
vitskiy, et al. A large-scale study of representation learning
with the visual task adaptation benchmark. arXiv preprint
arXiv:1910.04867, 2019. 5, 6

[82] Lvmin Zhang and Maneesh Agrawala. Adding conditional
control to text-to-image diffusion models. In ICCV, 2023. 3

[83] Renrui Zhang, Jiaming Han, Aojun Zhou, Xiangfei Hu,
Shilin Yan, Pan Lu, Hongsheng Li, Peng Gao, and Yu Qiao.
Llama-adapter: Efficient fine-tuning of language models
with zero-init attention. arXiv preprint arXiv:2303.16199,
2023. 3

28565


