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Figure 1. We propose GaussianAvatar, which learns animatable 3D Gaussians to represent detailed human avatars from a single video. Our
method maintains a 3D consistent appearance even when animated by out-of-distribution motions.

Abstract

We present GaussianAvatar, an efficient approach to cre-
ating realistic human avatars with dynamic 3D appear-
ances from a single video. We start by introducing animat-
able 3D Gaussians to explicitly represent humans in var-
ious poses and clothing styles. Such an explicit and ani-
matable representation can fuse 3D appearances more effi-
ciently and consistently from 2D observations. Our repre-
sentation is further augmented with dynamic properties to
support pose-dependent appearance modeling, where a dy-
namic appearance network along with an optimizable fea-
ture tensor is designed to learn the motion-to-appearance
mapping. Moreover, by leveraging the differentiable motion

T Work done during an internship at Tsinghua University.
* Corresponding author.

condition, our method enables a joint optimization of mo-
tions and appearances during avatar modeling, which helps
to tackle the long-standing issue of inaccurate motion esti-
mation in monocular settings. The efficacy of GaussianA-
vatar is validated on both the public dataset and our col-
lected dataset, demonstrating its superior performances in
terms of appearance quality and rendering efficiency. The
code and dataset are available at https://github.com/
aipixel/GaussianAvatar.

1. Introduction

Creating a customized human avatar from a single video
has great potential for many applications including virtual
and augmented reality, the Metaverse, gaming, and movie
industries. This task is appealing yet challenging, as the
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monocular observations are highly underdetermined for the
modeling of a 3D animatable avatar. Meanwhile, the in-
accurate body motion estimations and the complex wrinkle
deformations also make it extremely difficult to create a re-
alistic avatar from a single video.

The modeling of 3D human avatars from monocular
videos involves a fusion process of 2D observations to a
3D consistent human model. For this purpose, existing so-
lutions have leveraged both implicit and explicit representa-
tions to create the base model of avatars. Among them, im-
plicit methods [6, 15, 16, 49, 57] define a deformable human
NeRF to fuse the image observation from current motion
space to a canonical space by inverse skinning. However,
the implicit 3D volume is inefficient in representing hu-
man surfaces and the inverse skinning also introduces am-
biguous correspondences during the fusion process. These
issues make it hard for implicit solutions to capture fine-
grained details of moving people. As the avatar appear-
ances are concentrated around human surfaces, explicit rep-
resentations are much more efficient in modeling avatars.
Previous attempts [12, 63] have employed differentiable
mesh rendering to reconstruct the human surface, but these
methods struggle to preserve wrinkle details due to a fixed
mesh topology. On the other hand, point-based representa-
tions [18, 37, 50, 56, 65] are more effective to handle flex-
ible topology but require millions of points to capture de-
tailed appearances. How to represent humans remains one
of the fundamental problems for avatar modeling.

When creating an animatable avatar from a video of
moving people, the algorithm is required to learn the re-
lationships between body motions and corresponding ap-
pearances. However, the motions estimated from monocu-
lar videos are typically faulty, leading to large artifacts in
the modeling of dynamic cloth deformations. To address
this issue, previous works [1, 15, 16, 42, 45, 49, 57] have
attempted to optimize body motions along with the learn-
ing of animatable avatar volumes. As the body motions
are explicitly represented as parametric meshes, the im-
plicit 3D volume of previous methods makes the optimiza-
tion indirect and less effective. This issue has even become
the main obstacle to achieving high-quality avatar modeling
from monocular videos.

To tackle the above issues, we introduce new represen-
tations and solutions to achieve high-quality avatar model-
ing from a single video. The key insight of our solution
is to model dynamic human surfaces explicitly and opti-
mize both the motion and appearances jointly in an end-
to-end manner. To this end, we propose GaussianAvatar,
a method to reconstruct human avatars with dynamic ap-
pearances using the 3D Gaussian representation [17]. As
an explicit representation, 3D Gaussian can be easily re-
posed from the canonical space to the motion space via a
forward skinning process. Such an animatable 3D Gaus-

sian representation bypasses the inverse skinning process
used in the aforementioned NeRF-based methods and over-
comes the previous one-to-many issue [4] during canonical-
ization. Based on the animatable 3D Gaussian, our method
can fuse 3D appearances more consistently from 2D obser-
vations to a canonical 3D space. To model dynamic hu-
man appearances under different poses, we additionally add
pose-dependent properties to 3D Gaussians and incorporate
them with the canonical human surfaces. Inspired by previ-
ous work [28, 46], we learn a dynamic appearance network
on the 2D manifolds of the underlying human mesh to pre-
dict dynamic properties of 3D Gaussians. However, due to
the strong bias of limited training poses, modeling dynamic
appearance solely conditioned on pose information strug-
gles to generalize to novel views and poses. To address this
issue, we introduce an optimizable feature tensor to capture
a coarse global appearance of human avatars. Subsequently,
we incorporate pose-dependent effects on the feature tensor
to decode fine-grained details such as wrinkles.

As the proposed animatable 3D Gaussians are differen-
tiable with respect to the motion conditions, it enables a
joint optimization of motion and appearances. This merit al-
lows our network to refine the motion along with the avatar
modeling process, which helps to tackle the long-standing
issue of inaccurate motion estimation in monocular settings.
Besides, the refined motion further enhances the accuracy
of avatar modeling since the 3D appearance fusion process
relies on motion-based skinning. As shown in our exper-
iments, our method is quite robust to initial motion esti-
mation and has the ability to correct the misalignment of
motion capture results.

To summarize, our main contributions are as follows:

* We introduce animatable 3D Gaussians for realistic hu-
man avatar modeling from a single video. By represent-
ing human surfaces explicitly, our method can fuse 3D
appearances more consistently and efficiently from 2D
observations.

* We augment the animatable 3D Gaussians with dynamic
properties to support pose-dependent appearance model-
ing, where a dynamic appearance network along with an
optimizable feature tensor is designed to learn the motion-
to-appearance mapping.

* We propose to jointly optimize the motion and appear-
ance during the avatar modeling, enabling our method to
correct the misalignment of initial motion and improve
the final appearance quality.

2. Related Work

Neural Rendering for Human Reconstruction. With-
out the need to define a template mesh for avatar model-
ing [2, 9, 53], neural rendering has emerged as a potent
technique that enables learning avatars directly from im-
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ages. Here we briefly review precious work that aims to
reconstruct humans using neural rendering.

Due to the high-quality rendering of neural radiance
field [29], various efforts [20, 21, 24, 32, 33, 47, 67, 68]
have been made to reconstruct the dynamic appearance of
moving people. Neural Body [33] associates a latent code
to each SMPL [26] vertex to encode the appearance, which
is transformed into observation space based on the human
pose. Neural Actor [24] learns a deformable radiance field
with SMPL as guidance and utilizes a texture map to im-
prove its final rendering quality. TAVA [20] proposes to
jointly model the non-rigid warping field and shading ef-
fects directly conditioned on the pose vectors. Posevo-
cab [21] designs joint-structured pose embeddings to en-
code the dynamic appearances under different key poses,
such embeddings can better learn joint-related appearance.
NeRF-based methods have demonstrated appealing render-
ing results on human avatar reconstruction, but still struggle
to represent human surfaces with the implicit 3D volume.
Explicit modeling of human surfaces is a more straightfor-
ward way for this task, as the dynamic appearance of hu-
mans is mostly reflected on the human surface.

Explicit representations have great potential for human
reconstruction. In HF-Avatar [63], meshes are used as the
base representation in a coarse-to-fine framework that com-
bines neural texture with dynamic surface deformation for
avatar creation. EMA [12] proposes Meshy neural fields
to reconstruct human avatars by optimizing the canonical
mesh, material, and motion dynamics through inverse ren-
dering in an end-to-end process. PointAvatar [65] employs
a deformable point-based representation to separate source
color into intrinsic albedo and normal-dependent shading.
DVA [35] extends mixtures of volumetric primitives [25]
for human avatar modeling. All these attempts have demon-
strated the significant potential of explicit representations
and their under-exploration. However, meshes are con-
strained by fixed topologies, whereas point clouds demand
a multitude of points to encompass intricate details. 3D
Gaussians [17] have showcased their capability in various
human tasks [22, 40, 55, 64]. In essence, 3D Gaussians hold
promise for human avatar reconstruction and are currently
a subject of active research.

Avatar Modeling from Monocular Videos. Numerous
methods investigate reconstructing humans from single im-
ages or monocular videos. Regression-based methods[10,
11, 13, 38, 39, 51, 52, 66] directly recover clothed 3D
humans just from a single image. While these methods
produce attractive results, they can not recover the dy-
namic appearance in the reconstruction across the entire
sequence. Traditional methods aim to capture human dy-
namics by tracking individuals in videos using pre-scanned
rigged templates [7, 8, 54]. However, the pre-scanning

and manual rigging processes prevent their real-life appli-
cations. [1, 5, 30] try to bypass the requirement for prede-
fined human models but face challenges in preserving fine
details because of the fixed mesh resolution.

The emergence of neural radiance fields [29] has facil-
itated the creation of various techniques for reconstructing
animatable avatars from monocular videos [3, 14, 16, 41—
43, 49]. However, inaccuracies in estimating human mo-
tions from monocular videos result in pronounced artifacts.
To address the problem, HumanNeRF [49] solves for an up-
date to the inaccurate poses. NeuMan [16] introduces an
error-correction network to enable training with erroneous
estimates. Vid2Avatar[6] and InstantAvatar [15] also jointly
optimize motions by back-propagating the gradient of the
image reconstruction loss to the pose parameters. Mono-
Human [57] introduces bi-directional constraints to allevi-
ate ambiguous correspondence on novel poses. Attempting
to address the inaccurate pose estimation issue with implicit
human NeRF models has proven to be inefficient and im-
precise. Consequently, we endeavor to address this issue by
leveraging an explicit 3D Gaussian representation.

3. Method

Our goal is to create a human avatar that enables free-
viewpoint rendering and realistic animation using a sin-
gle video. We first introduce an expressive representa-
tion, namely animatable 3D Gaussians, to represent human
avatars in Sec. 3.1. With this representation, modeling the
dynamic appearance of humans can be regarded as dynamic
3D Gaussian property estimation. Then we build a dy-
namic appearance network along with an optimizable fea-
ture tensor to learn the motion-to-appearance mapping in
Sec. 3.2. To mitigate the artifacts caused by inaccurate pose
estimation, we adopt a joint motion and appearance opti-
mization approach for refining human poses during training
(Sec. 3.3). In the following, we provide a comprehensive
explanation of the technical details.

3.1. Animatable 3D Gaussians

Point-based representation [23, 28, 34, 59, 69] has proven
its topological flexibility in generating realistic human
avatars from scans. Extending this explicit representation to
create human avatars from images is a significant endeavor.
With this goal in mind, we introduce a novel representation,
termed animatable 3D Gaussians, which effectively recon-
structs human surfaces with a 3D consistent appearance.
3D Gaussian Splatting [17] is a point-based scene repre-
sentation that allows high-quality real-time rendering. The
scene representation is parameterized by a set of static 3D
Gaussians, each of which has the following parameters: 3D
center position x € R3, color ¢ € R?, opacity a € R, 3D
rotation in form of quaternion q € R* and 3D scaling fac-
tor s € R3. With these properties, we can generate rendered
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Figure 2. Overview of GaussianAvatar. Given a fitted SMPL or SMPL-X model on the current frame, we sample the points on its surface
and record their positions on a UV positional map I, which is then passed to a pose encoder to obtain the pose feature. An optimizable
feature tensor is pixel-aligned with the pose feature and learned to capture the coarse appearance of humans. Then the two aligned feature
tensors are input into the Gaussian parameter decoder, which predicts each point’s offset Ax, color ¢, and scale 5. These predictions, along
with the fixed rotations q and opacity «, collectively constitute the animatable 3D Gaussians in canonical space.

images from any viewpoint. We refer readers to [17,27] for
the rendering details of 3D Gaussians.

To extend this representation for human avatar modeling,
we integrate it with either the SMPL [26] or SMPL-X [31]
model as follows:

G(B,6,D,P) = Splatting(W (D, J(8),6,w),P), (1)

where G(-) represents a rendered image, and Splatting(-)
denotes the rendering process of 3D Gaussians from any
viewpoint, W (-) is a standard linear blend skinning func-
tion employed for reposing 3D Gaussians, D = T'(3) +dT'
represents the locations of 3D Gaussians in canonical space,
formed by adding corrective point displacements d7" on the
template mesh surface 7'(3), P denotes the remaining prop-
erties of 3D Gaussians, excluding the positions. 3 and 0 are
the shape and pose parameters, J((3) outputs 3D joint loca-
tions. Note that we propagate the skinning weight w from
the vertices of the SMPL or SMPL-X model to the near-
est 3D Gaussians. With the proposed representation, we
can now repose these canonical 3D Gaussians to the motion
space for free-view rendering.

3.2. Dynamic 3D Gaussian Property Estimation

Following the proposed animatable Gaussians, human ap-
pearances are determined by the point displacements dT’
and properties P. Modeling dynamic human appearances
can be regarded as estimating these dynamic properties. To
model dynamic human appearances under various poses,
we introduce a dynamic appearance network along with an
optimizable feature tensor to predict these pose-dependent
properties of 3D Gaussians. Despite sharing similarities in
network structure with [28], we present this framework for a
distinct purpose. In [28], the feature tensor serves to decou-
ple the pose-independent human shape from the decoder,
and we repurpose it to capture a coarse global appearance

Figure 3. Effect of iostropy of 3D Gaussians. (a) Input image,
(b)(d) front and back views trained with isotropic 3D Gaussians,
(c)(e) front and back views trained with anisotropic 3D Gaussians.

of human avatars. The motivation behind this modification
is that directly learning a mapping from human poses to dy-
namic properties is susceptible to overfitting on the limited
training poses. To integrate the global appearance into the
feature tensor, we introduce a two-stage training strategy, as
discussed in Sec. 3.4.

The dynamic appearance network is designed to learn a
mapping from a 2D manifold representing the underlying
human shape to the dynamic properties of 3D Gaussians as
follows:

fs:S?eR® - R". 2)

As shown in Fig. 2, the 2D human manifold S? is depicted
by a UV positional map I € RT*Wx3 where each valid
pixel stores the position (z,y, z) of one point on the posed
body surface. The final predictions consist of per point off-
set Ax € R3, color ¢ € R3, and scale § € R on the canoni-
cal surface.

Instead of predicting all properties, we make these slight
adjustments to our task based on experimental results.
Due to the unbalanced viewpoints in monocular videos,

637



anisotropic 3D Gaussians are prone to learning an inaccu-
rate 3D shape to fit the most frequently seen view, resulting
in poorer performance in side views. As shown in Fig. 3,
training our network with isotropic 3D Gaussians yields su-
perior results. We ensure isotropy among all 3D Gaussians
by maintaining uniform size across dimensions. Therefore,
we introduce a scaler § to represent the scales of 3D Gaus-
sians and set rotations q as [1, 0, 0, 0]. Through experimen-
tal observations, we notice that the network tends to learn
an opacity value («) of zero on the boundary to correct the
human shape. To address this, we fix opacity a = 1 to keep
all 3D Gaussians visible, enforcing the network to predict
accurate positions of the 3D Gaussians.

The dynamic appearance network consists of two parts:
a pose encoder and a Gaussian parameter decoder. The
pose encoder takes the UV positional map of posed body
points as input to generate a pose-conditioned feature ten-
sor O € REXWXC  We then integrate the pixel-aligned
optimized feature tensor F' € RHXWXC with the pose fea-
tures before feeding it into the Gaussian parameter decoder
to generate final predictions. Following this, we add the pre-
dicted offsets to the canonical 3D Gaussians and associate
the predicted properties with the corresponding 3D Gaus-
sians. With the estimated poses, we can then repose the
canonical 3D Gaussians to the motion space for rendering.

3.3. Joint Motion and Appearance Optimization

However, owing to the imprecise estimation of human poses
0 = (61,02,...,0;) and translations t from monocular
videos, the reposed 3D Gaussians in motion space are inac-
curately represented and may lead to unsatisfactory render-
ing outcomes. To address this, we propose to jointly opti-
mize human motions and appearances. To optimize human
motions with image loss, we solve for an update (A8, At)
to the estimated body poses and translations as follows:

O = (0 + A0t + At). 3)

We modify 6 in Eq. 1 using © to render the proposed
animatable 3D Gaussians differentiable with respect to the
motion conditions. Different from previous work [6, 16, 49]
that jointly optimizes human poses via inverse skinning, we
optimize the updates in a forward skinning process, which
benefits both motion and appearance optimization.

3.4. Training Strategy

In this section, we outline our approach to training the net-
work with inaccurate human motions. We conduct a two-
stage optimization process using different loss functions. In
the first stage, we aim to fuse the sequential appearances
to the optimizable feature tensor and conduct motion opti-
mization to get accurate poses for the dynamic appearance
network. In this stage, we optimize the framework without
incorporating any pose-dependent information by excluding

the training of the pose encoder. Specifically, we utilize the
following loss functions to train our network:

Estagel :)\rbgﬁrbg + )\ssimﬁssim + )\lpips‘clpips

4

+/\f£f + )\offsetLoffset + )\scale‘cscalea ( )
where L1, Lssim, and Ly,ps are the L1 loss, SSIM
loss [48], and LPIPS loss [61], respectively. L¢, Lof fset
Lscale calculate the L2-norm of the feature map, predicted
offsets and scales, respectively. We set A\ypg = 0.8, Aggim =
0.2, Mipips = 0.2, Ay = 1, Aoprser = 10, Ascate = 1.

After the first stage of training, we obtain more accu-
rate human motions and an optimized feature tensor F'. The
optimized feature tensor F' captures a coarse appearance of
human avatars. In the second stage, we incorporate the pose
features encoded by the pose encoder with the trained fea-
ture tensor F. We replace £ with the L2-norm loss £,,
which plays the same role as Ly in regularizing the limited
pose space. By penalizing the pose-dependent features, we
can eliminate the strong bias of limited training poses and
thus generalize to unseen viewpoints and poses.

4. Experiments
4.1. Datasets and Metrics

People-Snapshot Dataset. This dataset [1] comprises
videos of individuals rotating in front of a stationary cam-
era. To ensure a fair quantitative comparison, we follow the
same evaluation protocol outlined in InstantAvatar [15].
NeuMan Dataset. To assess even more challenging sce-
narios, we employ outdoor collections from the NeuMan
dataset [16]. These videos are recorded using a mo-
bile phone for moving individuals. Specifically, we se-
lect four sequences (bike, citron, seattle, jogging) that ex-
hibit most body regions and contain minimal blurry im-
ages. We initialize the estimated poses with an off-the-shelf
method [44], which is also utilized in [15].

DynVideo Dataset. With the limited cloth deformation pre-
sented in the above two datasets, we propose the Dynvideo
dataset to capture dynamic human appearance. To this end,
we utilize a mobile phone to record videos of a character
performing various movements, especially rotation, in front
of the device. Each of these videos takes about one minute
and provides a comprehensive and detailed representation
of human movement. We also provide the corresponding
SMPL parameter sequences for all videos, obtained by our
proposed method. This dataset serves as a valuable resource
for evaluating reconstruction quality, with a particular em-
phasis on dynamic appearances.

Evaluation Metrics. We consider three metrics: PSNR,
SSIM [48], and LPIPS [61] to access the reconstruction
quality on three datasets.

638



male-3-casual

male-4-casual

female-3-casual

female-4-casual

Method PSNRT SSIMf LPIPS, PSNRT SSIM{ LPIPS, PSNRT SSIM{ LPIPS, PSNRT SSIMf LPIPS)
HumanNeRF [49] 2690 09605 00181 | 2550 09397 0.0357 | 2446 09516 0.0269 | 27.07 09615 0.0152
InstantAvatar [15] 2053 09716 00155 | 27.67 09626 0.0307 | 27.66 09709 0.0210 | 29.11 09683 0.0167
Baseline 2771 09713 0.0218 | 2509 09614 0.0306 | 24.80 09609 00310 | 26.16 09610 0.0227
Baseline + Opt. 3098 09791 0.0143 | 2877 09753 00230 | 2959 09768 0.0220 | 30.83 09768 0.0145
Baseline + Opt. + Dyn. | 3098 09790 0.0145 | 2878 09755 0.0228 | 2955 09762 00225 | 30.84 09771 0.0140

Table 1. Quantitative evaluation on the People-Snapshot [1] dataset.

appearance modeling.

Method PSNRT SSIM{ LPIPS |
HumanNeRF [49] 27.06 0.9669 0.0192
InstantAvatar [15] 28.47 09715 0.0277
Baseline 27.06 0.9692 0.0183
Baseline + Opt. 29.93 0.9794 0.0126
Baseline + Opt. + Dyn. 29.94 0.9795  0.0124

Table 2. Quantitative evaluation on NeuMan [16] dataset.

Method PSNR1 SSIM1 LPIPS |
HumanNeRF [49] 24.39 0.9349 0.0349
InstantAvatar [15] 20.31 0.9183 0.1046
Baseline 23.55 0.9340  0.0354
Baseline + Opt. 26.16 0.9522 0.0237
Baseline + Opt. + Dyn. 28.58 0.9616 0.0169

Table 3. Quantitative evaluation on DynVideo dataset.

() (b) © @ (e) ®

Figure 4. Motion optimization results. (a)(d) Original image,
(b)(e) our optimized SMPL, (c)(f) ROMP [44] estimates.

4.2. Experimental Settings

Implementation details. We employ a U-Net [36] for ex-
tracting pose-dependent features, and the Gaussian parame-
ter decoder is implemented as an 8-layer multilayer percep-
tron (MLP). We sample approximately 200,000 points on
the SMPL mesh surface. The entire framework is trained
on a single NVIDIA RTX 3090 GPU, with training times
ranging from 0.5 to 6 hours.

Baseline. To showcase the efficacy of the proposed mod-

Opt. denotes the motion optimization and Dyn. refers to dynamic

Figure 5. Qualitative ablation studies. (a) Ground truth, (b) base-
line + Opt. + Dyn., (c) baseline + Opt., (d) baseline.

ules, our method can be partitioned into three components:
baseline, motion optimization, and dynamic appearance
modeling. As our baseline, we suspend the motion opti-
mization process and exclude the pose-dependent informa-
tion from the pose encoder.

Methods for Comparison. We compare our method
against (1) HumanNeRF [49], which implicitly represents a
human avatar with a canonical appearance neural field and
a motion field; (2) InstantAvatar [15], which achieves fast
avatar modeling by using several acceleration strategies for
neural fields.

4.3. Comparisons with the State of the Art

We report the numeric evaluation results on three datasets.
As shown in Table 1, 2, and 3, our proposed method out-
performs all baselines on all metrics for recovering more
details of dynamic appearance and correcting the artifacts
caused by initialized poses. To demonstrate the qualita-
tive evaluation of these datasets, we also visualize the novel
view synthesis results on the test splits. As implicit rep-
resentations, HumanNeRF and InstantAvatar are prone to
generate ghosting effects at boundary areas, as shown in
Fig. 6. InstantAvatar lacks the capability to model pose-
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Figure 6. Qualitative comparison of novel view synthesis. We compare the novel view synthesis quality on the People-Snapshot dataset
(first row), NeuMan dataset (second row), and DynVideo dataset (last two rows).

dependent deformations, leading to challenges in effec-
tively handling the dynamic appearance of moving people.

To showcase the robustness of our avatar modeling, we
collect more challenging poses [19] captured by the monoc-
ular camera and evaluate our method and other methods for
avatar animation and novel view synthesis. As ground truth

is unavailable for these out-of-distribution poses, we illus-
trate qualitative results of novel pose and view synthesis in
Fig. 1 and Fig. 7. Our method generates realistic animation
results with these challenging poses, demonstrating a con-
sistent 3D appearance in novel views with respect to other
methods.
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Figure 7. Animation results on out-of-distribution motions. We compare the animation results on the People-Snapshot dataset (first

row), NeuMan dataset (second row), and DynVideo dataset (last row).

4.4. Ablation Studies

In this section, we conduct ablation studies to validate each
component of our methods. As shown in Table 1, 2, and 3,
our proposed motion optimization module dramatically im-
proves over the baseline on all metrics, demonstrating its
effectiveness in modeling human avatars. To highlight the
effectiveness of our method in human motion optimization,
we illustrate the initialized poses obtained by ROMP [44]
and the optimized ones by our method on NeuMan and
DynVideo datasets in Fig. 4. Experiments demonstrate that
joint motion optimization is capable of correcting inaccu-
rate motion estimation, even for the side and back views.
Furthermore, our approach readily extends to enhance the
accuracy of existing motion capture methods [58, 60, 62].

We also notice that the dynamic appearance model-
ing achieves superior results on NeuMan and DynVideo
datasets in Table 2 and 3 and slightly favorable outcomes in
Table 1, considering that People-Snapshot has limited pose
variation with respect to the other two datasets. In Fig. 5,
we further illustrate the visible improvements of each com-
ponent of our method. The motion optimization scheme
improves the global quality of the baseline for better pose
estimation. The dynamic appearance modeling additionally
preserves pose-dependent details such as cloth wrinkles on
the human surface.

5. Conclusion and Discussion

We introduce GaussianAvatar, a human avatar reconstruc-
tion method based on the proposed animatable 3D Gaus-
sians from monocular videos. For dynamic human appear-
ance modeling, we leverage a dynamic appearance network
along with an optimizable feature tensor to enhance the rep-
resentation with dynamic properties. Besides, we imple-
ment a joint motion and appearance optimization scheme
to rectify estimated motion and enhance the overall recon-
struction quality. Our method shows the capability to recon-
struct avatars with dynamic appearances, enabling realistic
animation while maintaining real-time rendering speed.
Limitation. Similar to [15, 49, 57], our method may gener-
ate artifacts due to inaccurate foreground segmentations in
videos and encounter challenges in modeling loose outfits
such as dresses.

Potential Social Impact. Given our method’s capability to
reconstruct a realistic personalized character from a monoc-
ular video, it is imperative to exercise caution and consider
the potential for technology misuse.
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