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[ref#1] vase

[ref#1] actionfigure

[ref#2] style image

Render an image of the [ref#1] vase that depicts the caption, adopting the 
style of [ref#2] style image : a vase with flowers on top 

Create an image of an [ref#1] actionfigure, outlined as the [ref#2] edge 
map, and reflect the caption: an actionfigure stand next to a sleepy dog 

Instruct-
Imagen

[ref#2] edge map

[ref#1] monster toy [ref#3] style image

Generate an image of [ref#1] monster toy in the same style as the [ref#3] 
style image and following the [ref#2] mask

Instruct-
Imagen

[ref#2] mask

Instruct-
Imagen

Figure 1. Zero-shot generalization of Instruct-Imagen. Our model understands the multi-modal instruction (left) to generate image
(right) that reflects the complex and unseen image transformation.

Abstract

This paper presents Instruct-Imagen, a model that
tackles heterogeneous image generation tasks and gener-
alizes across unseen tasks. We introduce multi-modal in-
struction for image generation, a task representation artic-
ulating a range of generation intents with precision. It uses
natural language to amalgamate disparate modalities (e.g.,
text, edge, style, subject, etc.), such that abundant genera-
tion intents can be standardized in a uniform format.

We then build Instruct-Imagen by fine-tuning a pre-
trained text-to-image diffusion model with two stages. First,

! These authors contributed equally to this work.

we adapt the model using the retrieval-augmented train-
ing, to enhance model’s capabilities to ground its gener-
ation on external multi-modal context. Subsequently, we
fine-tune the adapted model on diverse image generation
tasks that requires vision-language understanding (e.g.,
subject-driven generation, etc.), each paired with a multi-
modal instruction encapsulating the task’s essence. Hu-
man evaluation on various image generation datasets re-
veals that Instruct-Imagen matches or surpasses prior
task-specific models in-domain and demonstrates promis-
ing generalization to unseen and more complex tasks. Our
evaluation suite will be made publicly available.
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1. Introduction
The advent of generative artificial intelligence (GenAI) has
ushered in an era of significant advancements in image gen-
eration, primarily through text-to-image models. Existing
models such as Stable Diffusion [35], DreamBooth [37],
StyleDrop [42], ControlNet [50] mainly focus on accept-
ing specific instruction modality like text prompt, subject,
style, edge, etc. Their ability to comprehend more complex
instructions involving multiple modalities (e.g., subject +
mask + style) is yet to show, not to mention its ability to
generalize to unseen instructions [20].

Unlike the language generation [2, 11, 27, 27, 45], image
generation inherently involves multimodality. In the realm
of human artistry, the painting process often integrates var-
ious modalities to achieve the desired outcome. A painter
might start with a rough sketch to outline the composition,
then apply a specific style, like impressionism, for details
on texture and color. They may also use photographs or
live models as subject references, blending these elements
to create an expressive piece of art. Communicating the
multi-modal complexities behind such an “image genera-
tion” procedure is challenging, even among humans.

Can we effectively communicate the multi-modal com-
plexities to models? To address this challenge, we introduce
multi-modal instruction in image generation. This approach
interleaves and adheres information from different modali-
ties, expressing the conditions for image generation (refer
to Figure 1 left for examples). Specifically, multi-modal
instruction enhances language instructions, i.e., “render an
instance of subject images adopting the style of style
image, such that...”, by integrating information from other
modalities (e.g., subject and style) to describe the objective
of generating a customized image of the given subject in
the provided visual style. As such, prior image generation
tasks with multi-modal conditions can be efficiently com-
municated in a human intuitive interface (see § 2).

We then build our model, i.e., Instruct-Imagen, em-
ploying a two-stage training approach, to first enhance
model’s ability to process multi-modal instructions, and
then faithfully follow the multi-modal user intents. This in-
volved initially adapting a pre-trained text-to-image model
to handle additional multi-modal inputs, followed by fine-
tuning it to accurately respond to multi-modal instructions.
Particularly, we begin by continuing the text-to-image gen-
eration training of a pre-trained diffusion model, supple-
mented by similar (image, text) contexts retrieved from
a web-scale corpus [6]. In the second stage, we fine-tune
the model on diverse image generation tasks, each paired
with multi-modal instructions that encapsulate the essence
of the task. Consequently, Instruct-Imagen excels in
merging diverse modal inputs like sketches and visual styles
with textual directives, producing contextually accurate and
visually compelling images.

As illustrated in Figure 1, Instruct-Imagen demon-
strates strong capability of understanding the sophisticated
multi-modal instruction to generate the images faithful to
the human intention, even when the instruction combination
has never been observed before. Human studies establishes
that Instruct-Imagen not only matches but, in several
instances, surpasses prior task-specific models within their
domains. More significantly, it exhibits a promising gener-
alization capability when applied to unseen and more com-
plex image generation tasks.

We summarize our contributions as follows:
• We introduce multi-modal instruction, a task represen-

tation universally represents instruction from multiple
modalities, e.g., text, edge, mask, style, subject, etc.

• We propose to perform retrieval-augmented training and
multi-modal instruction-tuning to adapt the pre-trained
text-to-image models to follow multi-modal instructions.

• We build Instruct-Imagen, a unified model that tack-
les heterogeneous image generation tasks, surpassing the
several state-of-the-arts in their domains.

• More substantially, Instruct-Imagen generalizes to
unseen and complex tasks, without any ad hoc design.

2. Multi-modal Instructions for Generation
In this section, we start with discussing the preliminary on
diffusion models with input conditions. Then we introduce
the format of multi-modal instruction, and discuss how prior
image generation tasks can be unified in this framework.
Diffusion Models with Input Conditions. Diffusion mod-
els [35, 38, 41] are latent variable models, parameterized
by Θ, in the form of pΘ(x0) :=

∫
pΘ(x0:T )dx1:T , where

x1, · · · , xT are “noised” latent versions of the input image
x0 ∼ q(x0). Note that the dimension of both latent and
the image are the same throughout the entire process, with
x0:T ∈ Rd and d indicating the data dimension. The pro-
cess that computes the posterior distribution q(x1:T |x0) is
called the diffusion process, and is implemented as a pre-
defined Markov chain that gradually adds Gaussian noise to
the data according to a schedule βt:

q(x1:T |x0) =
T∏

t=1

q(xt|xt−1); (1)

q(xt|xt−1) := N (xt;
√

1 − βtxt−1, βtI) (2)

Diffusion models are trained to learn the image distribu-
tion by reversing the diffusion Markov chain. Theoretically,
this reduces to learning to denoise xt ∼ q(xt|x0) into x0,
with a time re-weighted square error loss [15]:

E(x0,c)∼D{Eε,t[wt · ||x̂θ(xt, c) − x0||22]} (3)

where D is the training dataset containing (image, condi-
tion) = (x0, c) pairs. In the text-to-image models, the con-
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ControlNet

OutputMulti-modal Instruction

[ref#1] style image

Create an image of a cup and a can following the art style of the 
[ref#1] style image, in the shape outlined by the [ref#2] mask

[ref#2] mask

SuTI

[ref#1] a fancy boot

Draw a [ref#1] fancy boot to match the content of description:
a fancy boot on the stage with bunny sticking its head out

[ref#1] edge [ref#1] mask

or

and

Based on the [ref#1] edge (or [ref#1] mask), generate an image 
according to the text: a golden trophy

New 
Capability

[ref#1] style image

Draw an image in the style of [ref#1] style images, following the 
caption: a coffee maker 

StyleDrop

Figure 2. Illustration on how multi-modal intruction uniformly
express existing image generation tasks and extends to new tasks.
Examples in this figure are retrieved from [7, 42, 50]

dition c are often the embeddings of input text prompt, from
pre-trained text embedding models (e.g., T5 [32]).

Unified Multi-modal Instruction. While multi-modality
information is necessary for extended image generation ap-
plications, and had been explored in prior works [7, 22, 37,
42, 50], etc., there was not such a format in the literature
that allows generalization. Instead, models often make ad-
hoc design to integrate information from other modalities.
For example, ControlNet [50] combines the input xt with
a transformed spatial control map feature to form the new
input for reverse diffusion. Such modality and task specific
design, while effective in-domain, is challenging to general-
ize to other tasks (e.g., stylization). Therefore, we propose
the multi-modal instruction, a new format where language
are used to explicitly state the objective behind tasks, with
references to multi-modal conditions.

There are two key components in the proposed instruc-
tion format: (1) the payload text instruction that provides
detailed description of the task objective, with reference
marker (e.g., [ref#?]). (2) a multi-modal context with
(marker + text, image) pairs. The model then employ a
shared instruction understanding model to consume both
the text instruction and the multi-modal context, regard-
less of the specific modality in the context. Figure 2 show-
cased three examples of how this format represents various
prior generation tasks, showing its compatibility to prior im-
age generation tasks. More importantly, the flexibility of
language allows multi-modal instructions to extend to new
tasks, without any modality & task specific design.

3. Instruct-Imagen

In this section, we first discuss how Instruct-Imagen
encodes the input multi-modal instruction, and how the
encoding is leveraged for generation (see § 3.1). Then
we introduce the two staged training framework for
Instruct-Imagen in § 3.2. In Figure 3, we present
the high-level design of the Instruct-Imagen, alongside
with an overview of its training procedure.

3.1. Imagen with Multi-modal Instruction

The foundation of Instruct-Imagen is the multi-modal
instruction, which uniformly represents prior image gener-
ation tasks, while remains its capability to extend to novel
and complex tasks. Based on it, we designed the model ar-
chitecture that extends a pre-trained text-to-image diffusion
models, i.e., a cascaded diffusion model [16], to allow it
fully conditioned on the input multi-modal instruction.
Cascaded Backbone Text-to-Image Model. We used
a version of Imagen [38] pre-trained on internal data
sources, which inherents the cascaded text-to-image diffu-
sion model (see Figure 3 left), as the founding for adap-
tation to Instruct-Imagen. The full model has two
sub-components: (1) a text-to-image that generates 128×
resolution images from text prompt only, and (2) a text-
conditioned super-resolution model that scales the 128 reso-
lution up to high fidelity 1024× images. In the scope of this
work, we only consider training and adapting the 128 reso-
lution text-to-image network, for the sake of efficiency and
clarity. Particularly, the backbone model is a convolutional
UNet [36] with bottleneck, with a paired down-sampling
encoder and up-sampling decoder. The text are then em-
bedded with a pre-trained T5-XXL model [32]. The em-
beddings are then input to the down-sampling encoder as
condition, and to the cross-attention on bottleneck repre-
sentation as enhanced reference.
Encoding Multi-modal Instruction. We adapt the above
mentioned cascaded text-to-image model via maximally
reusing the pre-trained text-to-image model for encoding
the multi-modal instruction, and only introduce one cross-
attention layer that conditions the bottleneck representation
of UNet with the embedded multi-modal context the (key,
value) pairs. This grows the number of parameters of our
model from 2.51B to 2.76B (∼10%). This design is in
principle similar to the nearest neighbor UNet presented
in [6] (but with the nested encoding on the multi-modal con-
text). Figure 3 (right) illustrates the dataflow of how a multi-
modal instruction is encoded by the Instruct-Imagen.
Here, the payload text instruction is encoded the same way
as normal text input in backbone model. The multi-modal
context, i.e., both (marker + text, image) pairs, are first en-
coded using the down-sampling encoder, same as how back-
bone text-to-image model encodes the bottleneck represen-
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Figure 3. Overview of the two-staged training pipeline for the proposed Instruct-Imagen model.

tation, and then provided as (key, value) pairs for the new
cross-attention layer to condition on. The up-sampling de-
coder then takes the outcome feature representation to per-
form the reverse diffusion.

3.2. Training Instruct-Imagen in Two Stages

Our training pipeline is two staged, with the first stage to
continue the text-to-image generation, with augmentation
of retrieved neighbor (image, text) pairs. Then in the sec-
ond stage, we fine-tune the output model from first stage on
a mixture of diverse image generation tasks, each paired
with corresponding multi-modal instructions. In both train-
ing stages, the model are optimized end-to-end.
Retrieval-augmented Text-to-image Training. The most
important research question for Instruct-Imagen is how
to train the model to condition on multi-modal inputs for
its generation, since these tasks deviate from the standard
text-to-image pre-training. A straight-forward thinking is to
mine naturally distributed multi-modal Internet data [1, 52]
(such as Wikipedia articles with images) and train models
to use the interleaved (image, text) data to generate the
desired output image. However, this is inadequate to train
models with superior alignment, because the input multi-
modal content are often not relevant to the production of
the output image. For example, in the Wikipedia article,
i.e., the US president, the headline text, summary text
and info-box images (i.e., Biden’s picture) are not infor-
mative to generate the image of Franklin D. Roosevelt.
Thus, training model using such data often leads to igno-
rance of the multi-modal context.

To alleviate this issue, we employ the training data sim-
ilar to re-imagen [6], such that the model can learn to look
at the relevant but not duplicated neighboring multi-modal
context when generating image according to the current text
prompt. Particularly, the model would be presented with
portraits of Franklin D. Roosevelt at other occurrences,
when asked to generate his presence delivering the radio ad-
dress in 1933. A model capable of processing multi-modal
inputs can leverage other Roosevelt images to generate the

Task Input Dataset #Examples Ratio

Txt2Img txt Internal Data 5M 0.15
WikiArt 0.1M 0.05

Control2Img

depth img+txt Depth WebLI [8] 5.7M 0.06
mask img+txt Mask WebLI [8] 5.7M 0.06

edge img+txt Edge WebLI [8] 5.7M 0.06
Sketch2Image [23] 15K 0.02

Subject Txt2img sub imgs+txt
SuTI dataset [7] 0.75M 0.30

Celeb-A [25] 0.1M 0.05
Celeb-HQ [19] 0.1M 0.05

Style Txt2img sty img+txt Derived from WikiArt 0.1M 0.10

Style Transfer sty img+ctn img WikiArt + Internal Data 1M 0.10

Table 1. Details of the instruction-tuning datasets and mixing ratio.

scene, instead of memorizing his appearance.
To achieve this, we construct the retrieval-augmented

training dataset via domain-specific clustering of Web
(image, text) pairs. First, we processed the web scale
image-text corpus (i.e., WebLI [8, 9]) to remove low qual-
ity images (in image quality scores [43]), classified images
from specific clusters (e.g., art, products, animals, scenery,
etc.) via image-text matching, and performed image clus-
tering within each classified sub-cluster, using the embed-
dings from CLIP [31] model. For each mined image cluster,
we took the top 10 nearest neighbor candidates, and per-
formed near-duplication removal via removing images with
high similarity and images with the same metadata (e.g.,
URL). We then truncate the image cluster to have the size
of 5 images (discarded clusters with less than 5 images).
As an outcome, this process produced 8.08 M (image,
text) clusters, with 5 pairs per cluster. During the train-
ing, one (image, text) pair is sampled as the input and
target for the Instruct-Imagen, and three other (image,
text) pairs are sampled as the multi-modal context. Addi-
tionally, we performed the condition dropout as [35, 38] but
with two independent drop situations: (1) dropping both the
input text and multi-modal context; and (2) dropping only
the multi-modal context, each dropout situation occurs at
10% chance.

Multi-modal instruction-tuning for Image Generation.
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We prepared 11 image generation datasets via either re-
using existing dataset or synthesizing the input or target
image, which formed 5 task categories, for multi-modal
instruction-tuning. For each dataset, we prompted the GPT-
4 [27] to generate 100 rephrased instruction templates with
high variation, and validated the semantic correctness of
them manually. We defer the qualitative examples of each
dataset and its associated instruction to the appendix. The
Table 1 presents the detailed information about task group,
model input conditions, and data statistics for each prepared
dataset, with details below:

• Text-to-image Generation. We processes two datasets
for instructed text-to-image generation: an internal high-
quality natural image dataset with manual caption; and
an art specific dataset crawled from WikiArt (using the
pipeline in [44]), with the caption generated by PaLI [8].
Both datasets are augmented with sampled instruction.

• Control2Image Generation. We followed [50] to pre-
pare the control signals (e.g., depth map, mask, and
edge), based on a subset of the WebLI [8]. Specifically,
we use MiDas [34] for depth estimation, HED [46] for
edge extraction, and salient object [30] for mask. To im-
prove robustness with different edge styles, we also em-
ployed edge-to-image data from a sketch dataset [23].

• Subject-driven Generation. We consider two data
sources for subjects: general objects and human in-
stances, for subject-driven generation. Particularly, we
use the subject-driven dataset introduced in SuTI [7]
for general object learning, and the celebrity face
datasets [19, 25] to learn face rendering. For face render-
ing, we group the faces of the same person and caption
them with PaLI [8], then we use one sampled example
as the input/target, and the rest as multi-modal context.
All datasets then join the instruction templates, with ref-
erence markers inserted to refer the multi-modal context.

• Styled Generation. Styled generation is a task that gen-
eralizes over the StyleDrop [42], with a style image and
text as input, styled image following the text as output.
To collect such data, we used images from WikiArt as
the collection of style images to train StyleDrop models,
and then use the manual captions from the internal text-
to-image dataset to sample images as the target styled im-
age. We employ a CLIP model to filter out examples that
fails the alignment with either style image or the caption.
Then multi-modal instructions are created via combining
the instruction template with style image and the caption,
such that the style image is correctly referred.

• Style Transfer. Similarly, we construct the style trans-
fer dataset via combining style images from our WikiArt
crawl and content images from the internal dataset (with
the captions discarded). Particularly, we employ a simple
style transfer model [13], which allows fast and large-
scale generation, to blend the style image with the content

image. These data are then augmented with instructions.
During the instruction-tuning stage, we fine-tune the output
model of the retrieval-augmented training on the multi-task
mixed dataset, with the mixture ratio specified in Table 1.

4. Related Work

Instruction-Tuning. Instruction tuning was first introduced
in FLAN [45], which finetunes a large language model
(LLM) on instructions to significantly improve its zero-shot
learning performance on unseen tasks. Chung et al. ex-
tended the work at scale [11], showing extraordinary gen-
eralization to numerous NLP tasks. In general, the instruc-
tion data plays a pivotal role in the finetuned LLM [51].
This success experience in text instruction tuning was then
introduced to the vision-language models [4, 9, 24], which
enables generalization across tasks [10, 14, 17, 26].
Controlled Image Synthesis. Recent advancements in
text-to-image generative models [3, 5, 6, 33, 35, 38, 47, 48]
have showcased impressive capabilities in various domains,
including creativity, photorealism, diversity, and coherence.
A critical aspect of these advancements is controllability,
which has been enhanced by adapting these models to spe-
cific subjects [7, 37], styles [42], masks [50], etc. For ex-
ample, DreamBooth [37] fine-tunes a text-to-image model
on a limited set of images to better capture the nuances of
a specific subject. Additionally, ControlNet [50] introduces
the ability to condition on a variety of control signals, in-
cluding depth maps and doodles, by fine-tuning an auxiliary
encoder with the appropriate data pairs.

5. Experiments
In this section, we first introduce the experimental setup, the
human evaluation protocol, and comparative baseline sys-
tems in § 5.1, then present the main results in § 5.2, and
finally perform an in-depth analysis in § 5.3.

5.1. Experimental Setup

We evaluate our models with two setups, i.e., in-domain
task evaluation and zero-shot task evaluation, where the
later setup is strictly more challenging than the former.
Particularly, we re-use the recently introduced condi-
tional image generation benchmark, i.e., ImagenHub [20],
for evaluating text-to-image generation. We also em-
ploy other datasets to cover in-domain evaluation: We
adopt the DreamBench [7, 37] v1 & v2 as our subject-
driven evaluation data; We use the style images from Style-
Drop [42] for style evaluation; We use hold-out style images
from WikiArt [44] and content images from CustomCon-
cept101 [21] for style transfer. We use the evaluation data of
WebLI [8] for control2image (i.e., mask, edge, depth) eval-
uation. For face evaluation, we evaluate on the validation
set of hold-out human in CelebA [25] and CelebA-HQ [19].
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Figure 4. Human Study on prior methods, baselines, and Instruct-Imagen. Instruct-Imagen can perform on par or better
comparing to the baselines and prior methods, with best generalization capability to novel tasks. Instruct-Imagen does not require
any fine-tuning for all tasks (particularly style/subject-related), and inferences at an average speed of 18.2 seconds per example (on TPUv4).

Generate an image of the [ref#1] 
berry bowl, folloing the caption 
next. A dog sniffing a berry bowl.

[ref#1]  berry bowl

S
ub

je
ct

 G
en

er
at

io
n

Create an image following the 
caption: a black and white cat 
sitting on a brown suitcase next 
to a wall. 

Te
xt

-t
o-

Im
ag

e

Prior MethodMulti-modal Instruction Single Task Multi Task Instruct-Imagen

Generate an image in the shape 
suggested by the [ref#2] mask! 
and reflect the caption: a 
motorcycl parked on the beach. 

[ref#2] mask

M
as

k-
to

-Im
ag

e

Draw a picture in the style of 
[ref#1] style image, following the 
caption. A parrot eating biscuit.

In
-c

on
te

xt
 S

ty
liz

at
io

n

[ref#1] style image

Figure 5. Comparison on a subset of in-domain tasks. Examples generated from prior methods, baselines, and Instruct-Imagen.
We visualize the multi-modal instruction for human intuitive understanding (models are evaluated with in-distribution inputs).

For zero-shot tasks, we either adopt the existing eval-
uation (i.e., multi-subject evaluation using a subset of 100
examples on CustomConcept101 [21]) or construct the eval-
uation ourselves (e.g., subject + control, style + control,
style + subject) by adopting images from corresponding
datasets. For example, we use subject images from the Cus-
tomConcept101 [21] and style images from WikiArt [44]

to perform subject + style evaluation. We refer the readers
to the appendix for complete information about evaluation
datasets. The complete evaluation suite would be made pub-
licly available for future study and comparison.

Baseline Models. We compare Instruct-Imagen with
three category of baseline models: (1) Prior State-of-the-art
method (2) Single-task model (3) Multi-task model. Since
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Figure 6. Comparison on a subset of zero-shot tasks. Examples generated from prior methods, the baseline, and instruct-imagen.
We visualize the multi-modal instruction for human intuitive understanding (models are evaluated with in-distribution inputs).

no single prior model can handle all image generation tasks,
we make comparison to different prior method on each task.
Particularly, we compare to: SDXL [29] for text-to-image
generation; ControlNet [50] for edge/depth-to-image gen-
eration; Ghiasi et al. [13] for style transfer; StyleDrop [42]
for styled generation; SuTI [7] for subject-driven genera-
tion; and TamingEncoder [18] for face generation. Note
that we marked prior method on Mask2Img task with N/A
due to lack of public model. For zero-shot tasks, we com-
pare to: StyleDrop+DreamBooth [37, 42] for styled subject
generation; CustomDiffusion [21] for multi-subject genera-
tion; and KOSMOS-G [28] for the other two tasks, given its
capability on accepting multi-modal inputs.

The single-task and multi-task models share the same
model architecture as Instruct-Imagen, but do not have
access to the multi-modal instruction during fine-tuning and
inference. Instead, they accept the raw multi-modal inputs
from each task. Additionally, the single-task model requires
an independent model for each task, thereby inducing 7×
more parameters than Instruct-Imagen.

Human Evaluation. We follow the same evaluation proto-
col as [20] to conduct systematic human study. Each sample
is rated by at least three raters for their semantic consistency
score (SC) and perceptual quality score (PQ). The score in
each category are {0, 0.5, 1}, where 0 means inconsistent
/ extremely poor quality and 1 means totally consistent /
high quality respectively. Note that semantic consistency is
defined as the score of the least consistent condition when
there are multiple conditions. The final human score is de-
fined as O=

√
SC×P Q. We recruit eight huamn raters and

train them following the guidelines1 in ImagenHub [20].
Each method is evaluated independently, but we assign the
same rater for samples generated by different methods given
the same input to ensure evaluation calibrated per example.

1https://imagenhub.readthedocs.io/en/latest/Guidelines/humaneval.html

5.2. Main Results

Figure 4 compares Instruct-Imagen with our baselines
and prior methods, showing it achieves similar or superior
results in terms of in-domain evaluation and zero-shot eval-
uation (the breakdown of SC and P Q is detailed in the ap-
pendix). It suggests that multi-modal instruction training
enhances performance in tasks with limited training data,
such as stylized generation, while maintaining effectiveness
in data-rich tasks, such as photorealistic imaging. With-
out multi-modal instruction training, our multi-task base-
line tends to yield inferior image quality and text align-
ment. For instance, in the in-context stylization example
of the Figure 5, the multi-task baseline struggles to differ-
entiate style from subject, and replicate the subject in its
generation. For similar reason, it generates 0 performance
in the task of style transfer. This observation underscores
the value of instruction tuning.

Distinct from many current approaches that rely on task-
specific methods (e.g., StyleDrop [42] + DreamBooth [37])
or training [21], Instruct-Imagen efficiently manages
compositional tasks by merging instructions for individ-
ual tasks, and inference in-context (no fine-tuning, tak-
ing 18.2 seconds per example). As shown in Figure 6,
Instruct-Imagen consistently outperforms others in in-
struction following and output quality. Furthermore, in the
presence of multiple references in the multi-modal context,
the multi-task model fails to correspond the text instructions
to the references, resulting in the ignorance of some multi-
modal conditions. These results (more in Appendix A.1)
further demonstrate the efficacy of the proposed model.

5.3. Model Analysis & Ablation Study

Besides the main results, we also perform studies to explore
the limit of Instruct-Imagen, ablate important design of
its training, and analyze its failure mode.
Fine-tuned Instruct-Imagen can edit image. Aside
from zero-shot compositional tasks, another advantage of
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[ref#2] content image

Edit the [ref#1] mask  area of the  [ref#2] content image  and reßect 
the change: replace chocolate with berry 

Input Output Super Resolution Output

[ref#1] mask

Figure 7. Instruct-Imagen for masked image editing When
fine-tuned on MagicBrush [49], although Instruct-Imagen
can edit the image as instructed (i.e., see the 128 ! 128 output),
the super-resolution model fails to capture details from the input
image, and causes the inconsistency.

Method Setup Human Score Accuracy

SDXL-inpainting - 0.43 0.25

Imagen Fine-tuned 0.37 0.10
Instruct-Imagen Fine-tuned 0.72 (+0.35) 0.57 (+0.47)

Table 2. Masked Image Editing Evaluation on ImagenHub [20].

Instruct-Imagen lies in its adaptability to new tasks.
Particularly, we fine-tuned Instruct-Imagen on the Mag-
icBrush dataset [49] (∼ 9K examples) for 10K steps,
and evaluated on the masked image editing data by Im-
agenHub [20]. We report the results using the overall
score [20] (O), and the accuracy (i.e., % of examples where
SC=1). As a result, Table 2 presents a comparison between
prior methods (SDXL-inpainting [29]), fine-tuned Imagen
model (has been retrieval-augmented trained but without in-
struction tuning), and fine-tuned Instruct-Imagen. It
shows that once fine-tuned, Instruct-Imagen can per-
form significantly better than the baseline method, and also
method specifically designed for mask-based image editing.
However, the fine-tuned Instruct-Imagen introduces ar-
tifacts into edited images, particularly in high-resolution
outputs after super-resolution, as depicted in Figure 7. This
occurs due to the model’s lack of prior learning in pixel-
accurate copying from context to output, a task significantly
distinct from other Instruct-Imagen tasks.

Retrieval-augmented training helps generation quality.
We compare variants of Instruct-Imagen in terms of
whether performing retrieval augmented training and report
results in Table 3. It shows the retrieval augmented train-
ing is a crucial step to obtain superior empirical results, in
terms of both in-domain and zero-shot evaluation. This val-
idates our hypothesis that retrieval augmented training ben-
efits representing and handling multi-modal context.

[ref#3] style

Generate an image of  [ref#1] bear plushie   and 
[ref#2] barn in the style of  [ref#3] style image  
such that: bear plushie sits in front of the barn.

[ref#2] barn[ref#1]  bear plushie

Draw a picture of the  [ref#1] car  following the same 
style as the  [ref#2] style image , in the shape 
reßected by the [ref#3] mask

[ref#3] mask[ref#1]  car [ref#2] style

Figure 8. Failure mode of Instruct-Imagen. The most com-
mon failure of Instruct-Imagen is its incapability to follow
each control condition in the instruction faithfully.

Method In-domain Eval Zero-shot Eval

w/o Retrieval-augmented 0.55 0.53
w/ Retrieval-augmented 0.79 (+0.25) 0.59 (+0.06)

Table 3. Ablation study on retrieval-augmented training. We re-
port the average in-domain and zero-shot eval scores O.

Failure mode of Instruct-Imagen. One common pat-
tern we found in Instruct-Imagen (when attempting
complex instructions with ≥ 3 conditions) is its failure to
follow instruction in the generation. Particularly, the model
can accomplish the generation to satisfy only a subset of
conditions specified in the multi-modal instruction. For in-
stance, Figure 8 top example shows the model succeed to
handle the style and subject, but do not generate the output
in the shape that the mask specified.

6. Discussion
We introduce Instruct-Imagen, an image generation
model that comprehends multi-modal instruction to accom-
plish a variety of visual generative tasks. It marks an initial
but significant leap forward general-purpose visual genera-
tive model, via allowing not only in-domain image gener-
ation, but also zero-shot image generation on unseen and
complex instructions. While opening up a new research
direction, Instruct-Imagen can not handle image edit-
ing tasks in zero-shot. A key limitation is its lack of pixel
consistency with input images, hindering the inclusion of
additional tasks like in-painting and image editing in the
instruction-tuning. This issue stems from the use of a cas-
caded diffusion model, which depends on a low-resolution
model for crucial decisions like layout and object seman-
tics. Such a low-resolution model struggles with both ac-
cessing high-resolution input details and reproducing them
in the output, leading to artifacts in the generated image
— because the super resolution model has to hallucinate
the details. Based on this observation, we believe that one
promising future direction is developing diffusion models
that operate at the raw image resolution.
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