Abstract

Dynamic human rendering from video sequences has achieved remarkable progress by formulating the rendering as a mapping from static poses to human images. However, existing methods focus on the human appearance reconstruction of every single frame while the temporal motion relations are not fully explored. In this paper, we propose a new 4D motion modeling paradigm, SurMo, that jointly models the temporal dynamics and human appearances in a unified framework with three key designs: 1) \textbf{Surface-based motion encoding} that models 4D human motions with an efficient compact surface-based triplane. It encodes both spatial and temporal motion relations on the dense surface manifold of a statistical body template, which inherits body topology priors for generalizable novel view synthesis with sparse training observations. 2) \textbf{Physical motion decoding} that is designed to encourage physical motion learning by decoding the motion triplane features at timestep $t$ to predict both spatial derivatives and temporal derivatives at the next timestep $t+1$ in the training stage. 3) \textbf{4D appearance decoding} that renders the motion triplanes into images by an efficient volumetric surface-conditioned renderer that focuses on the rendering of body surfaces with motion learning conditioning. Extensive experiments validate the state-of-the-art performance of our new paradigm and illustrate the expressiveness of surface-based motion triplanes for rendering high-fidelity view-consistent humans with fast motions and even motion-dependent shadows. Our project page is at: https://taohuumd.github.io/projects/SurMo.

1. Introduction

Creating volumetric videos of human actors is required in many applications such as AR/VR, telepresence, video game and film character creation. Recent neural rendering methods [25, 43, 61] have made great progress in generating free-viewpoint videos of humans from several sparse multi-view videos, which are simple yet effective compared with traditional graphics approaches [2, 3, 62]. At the core of the technique is to model pose- and time-varying appearances of dynamic humans. The motions of dressed humans are often expressed as the movement of body and a sequence of natural secondary motion of clothes, \textit{e.g.}, dynamic movements of the T-shirt induced by dancing in Fig. 1. The secondary motion of clothes arises from intricate physical interactions with the body, typically changing over time, which leads to challenges for plausible rendering of dynamic humans.

Most existing methods [25, 43, 61] are conditioned on static poses and use a pose-guided generator to synthesize time-varying appearances. However, the appearance of clothed humans undergoes complex geometric transformations induced not only by the static pose but also its dynamics, whereas the modeling of dynamics is often ignored. In addition, these methods are often focused on the 2D appearance reconstruction of every single frame while the temporal motion relations are not fully explored. Due to these issues, they fail to render plausible secondary motions of clothes, \textit{i.e.}, generating the same appearances for fast and slow motions. A key challenge of learning temporal dynamics lies in the requirement of a tremendous amount of training observations to construct a 4D motion volume.

To solve these issues, we propose a new paradigm to learn time-varying appearances of the secondary motion from just several sparse viewpoint video sequences, which is achieved by jointly modeling the temporal motion dynamics and human appearances in a unified rendering framework based on an efficient surface-based motion encoding.
representation. At the core of the paradigm is a feature encoder-decoder framework with three key components: 1) surface-based motion encoding; 2) physical motion decoding; and 3) 4D appearance decoding.

Firstly, in contrast to existing pose-guided methods [25, 42, 43, 61] that focus on static poses as a conditional variable, we extract an expressive 4D motion input from the 3D body mesh sequences obtained from training video as our input, which includes both a static pose represented by a spatial 3D mesh and its temporal dynamics. Furthermore, we notice that the non-rigid deformations of garments typically occur around the body surface instead of in a 3D volume, and hence we propose to model human motions on the body surface by projecting the extracted spatial-temporal 4D motion input to the dense 2D surface UV manifold of a clothless body template (e.g., SMPL [28]). To model temporal clothing offsets, a motion encoder is employed to lift the clothless motion features into a motion triplane that encodes both spatial and temporal motion relations in a compact 3D triplane with time-varying dynamics conditioned. The triplane is defined in the surface $u - v - h$ coordinate system, with $u - v$ to represent the motion of the clothless body template, and an extensional coordinate $h$ to represent the secondary motion of clothes, i.e., the temporal clothing offsets are parameterized by a signed distance to the body surface. In this way, 4D motions can be effectively represented by a surface-based triplane.

Secondly, we propose to physically model the spatial and temporal motion dynamics in the rendering network. Specifically, with the surface-based triplane conditioned at time $t$, a motion decoder is employed to decode the motion triplanes to predict the motion at the next timestep $t+1$, i.e., spatial derivative of the motion physically corresponding to surface normal map and temporal derivatives corresponding to surface velocity. We illustrate the physical motion learning significantly improves the rendering quality.

Thirdly, the motion triplanes are decoded into high-quality images at two stages: a volumetric surface-conditioned renderer that is focused on the rendering around human body surface and filters the query points far from the body surface for efficient volumetric rendering, and a geometry-aware super-resolution module for efficient high-quality image synthesis.

We conduct a systematical analysis of how human appearances are affected by temporal dynamics, and it was observed that some baseline methods mainly generate pose-dependent appearances instead of time-varying appearances for free-view video generations. In addition, quantitative and qualitative experiments are performed on three datasets with a total of 9 subject sequences, including ZJU-MoCap [43], AIST++ [24], and MPII-RDCC [13], which validate the effectiveness of SurMo in different scenarios.

In summary, our contributions are:

1) A new paradigm for learning dynamic humans from videos that jointly models temporal motions and human appearances in a unified framework, and one of the early works that systematically analyzes how human appearances are affected by temporal dynamics.

2) An efficient surface-based triplane that encodes both spatial and temporal motion relations for expressive 4D motion modeling.

3) We achieve state-of-the-art results and show that our new paradigm is capable of learning high-fidelity appearances from fast motion sequences (e.g., AIST++ dance videos) or synthesizes motion-dependent shadows in challenging scenarios.

2. Related Work

Our method is closely related to many sub-fields of visual computing, and below we discuss a set of the work.

3D Shape Representations. To capture detailed shapes of 3D objects, most recent papers utilize implicit functions [7, 8, 20, 33–35, 40, 41, 48–50, 56, 57, 65, 66] or point clouds [16, 31, 32] due to their topological flexibility. These methods aim to learn geometry from 3D datasets, whereas we synthesize human images of novel poses only from 2D RGB training images.

Rendering Humans by 2D GANs. Some existing approaches render human avatars by neural image translation, i.e., they utilize GAN [10] networks to learn a mapping from poses (given in the form of renderings of a skeleton [4, 23, 45, 52, 59, 68], dense mesh [11, 26, 27, 36, 51, 59] or joint position heatmaps [1, 29, 30]) to human images [4, 59]. To improve temporal stability, some methods [17, 44, 46, 55] propose to utilize the SMPL [28] priors for pose-guided generations. However, these methods do not reconstruct geometry explicitly and cannot handle self-occlusions effectively.

Rendering Humans by 3D-aware Renderer. For stable view synthesis, recent papers [6, 25, 38, 42, 43, 53] propose to unify geometry reconstruction with view synthesis by volume rendering, which, however, is computationally heavy. To solve this issue, some recent 3D-GAN papers [5, 12, 15, 18, 19, 37, 39, 67] propose a hybrid rendering strategy for efficient geometry-aware rendering, that is, render low-resolution volumetric features for geometry learning, and employ a super-resolution module for high-resolution image synthesis. We adopt this strategy for efficient rendering, whereas ours is distinguished by rendering articulated humans with 4D motion modeling.

UV-based Pose Representation. Some methods [18, 19, 31, 32, 47, 63] propose to project 3D posed meshes into a 2D positional map for pose encoding, which can be used for different downstream tasks, such as 3D reconstruction and novel view synthesis. [31, 32] rely on 3D supervision to learn 3D reconstructions, and they do not take as input the
dynamics. To improve the rendering quality, [18, 47] proposes to utilize additional driving views as input for faithful rendering in telepresence applications. However, they do not explore how to learn temporal dynamics from pose sequences. By taking as input a 3D normal and velocity map, [63] encodes motion dynamics in their rendering network, whereas they do explicitly learn motions, i.e., predicting the motion status at the next timestep, and besides, [63] is a 2D rendering method, and they do not explicitly learn motions.

3. Methodology
3.1. Problem Setup
Given a sparse multi-view video of a clothed human in motion and corresponding 3D pose estimations \{P_0, ..., P_t\}, our goal is to synthesize time-varying appearances of the individual under novel views. Existing methods [25, 42, 43, 61] formulate the problem of human rendering as learning a representation via a feature encoder-decoder framework:

\[
\begin{align*}
&f_t = E_F(P_t, z_t) \\
&I_t = D_R(f_t) 
\end{align*}
\]

(1)

where a pose encoder \(E_F\) takes as input a representation of posed body \(P_t\) (e.g., 2D or 3D keypoints or 3D body mesh vertices) and a timestamp embedding \(z_t\) at time \(t\), and outputs intermediate pose-dependent features \(f_t\) that can be rendered by a decoder \(D_R\) to reconstruct the appearance images \(I_t\) of the corresponding pose at time \(t\). The time embedding \(z_t\) often serves as a residual that is updated passively in backpropagation by image reconstruction loss.

However, there are two issues with the above well-adopted paradigm. First, the appearance of clothed humans undergoes complex geometric transformations induced not only by the static pose \(P_t\) but also its dynamics, whereas the modeling of dynamics is ignored in Eq. 1, and the residual \(z_t\) cannot expressively model physical dynamics either. Second, existing methods focus on the per-image reconstruction while ignoring the temporal relations of a motion sequence in training, i.e., sampling input pose \(P_t\) and timestamp \(z_t\) individually, and supervising image reconstructions frame-by-frame, partly because defining temporal supervision in the 2D image space is challenging, especially for articulated humans that often suffer from misalignment problems due to pose estimation errors.

To solve these issues, we propose a new paradigm for learning view synthesis of dynamic humans from video sequences, which is formulated as:

\[
\begin{align*}
&f_t = E_M(P_t, D_t) \\
&\frac{\partial P_{t+1}}{\partial x}, \frac{\partial P_{t+1}}{\partial t} = D_M(f_t) \\
&I_t = D_R(f_t) 
\end{align*}
\]

(2)

where the input is represented by dynamic motions including a static pose \(P_t\) and its physical dynamics \(D_t\) at time \(t\), and a motion encoder \(E_M\) is employed to encode the inputs into motion-dependent features (Sec. 3.2). Besides, in the training stage, a physical motion decoder \(D_M\) is introduced to enforce the learning of spatial and temporal relations by decoding the intermediate feature \(f_t\) to predict the spatial derivatives at \(t+1\) physically corresponding to surface normal \(N_{t+1} = \frac{\partial P_{t+1}}{\partial x}\), and temporal derivatives at \(t+1\) corresponding to surface velocity \(V_{t+1} = \frac{\partial P_{t+1}}{\partial t}\) (Sec. 3.3). \(f_t\) is rendered into human images by a decoder \(D_R\) \(G_2 \circ G_1\) (Sec. 3.5). The framework is depicted in Fig. 2.

Notation. In the following parts, we use \(f_t^{\text{space}}\) to denote the features in the pipeline, i.e., \(f_t^{\text{space}}\) is a 4D representation that is defined in 3D space with temporal \(t\) conditioned, and \(M_t^{3D}\) is 4D motion input defined in 3D space with \(t\) conditioned.

3.2. Surface-based 4D Motion Encoding

Extracting 4D Motions. We first extract 4D motions from a sequence of time-varying parametric posed body (e.g., SMPL) meshes obtained from training video sequences. We describe the motion \(M_t^{3D}\) at time \(t\) as a static skeleton pose \(P_t\) and its dynamics \(D_t\). The dynamics at \(t\) are physically determined by the current pose, 3D velocity, and motion trajectory of the past several timesteps, which also contribute to the time-varying appearances of the second motion. The pose \(P_t\) is represented by the 3D vertices of the posed mesh, and dynamics \(D_t\) are parameterized by 1) body surface velocity \(V_t\) corresponding to the temporal derivatives of the current pose at \(t\), and 2) motion trajectory \(T_t\) that aggregates the temporal derivatives over the past several timesteps with a sliding window size of \(w\) with weight \(\lambda\):

\[
M_t^{3D} = [P_t, D_t], \quad D_t = [V_t, T_t] \\
V_t = \frac{\partial P_t}{\partial t}, \quad T_t = P_t + \frac{1}{\lambda} \sum_{i=1}^{w} V_{t-i} * \lambda_i
\]

Note the motion trajectory aggregated from several consecutive timesteps makes the motion representation robust to pose estimation errors, i.e., the pose estimations for two consecutive timesteps may be the same due to pose estimation errors in practice. An ablation study of the motion trajectory representation can be found in the supp. mat.

Recording 4D Motions on the Surface Manifold. Modeling the motions with temporal dynamics often requires dense observations to construct a 4D motion volume. Instead, we notice that non-rigid deformations of human geometry in motion typically occur around the body surface instead of a 3D volume, and hence we propose to model the motions on the human body surface. Specifically, we project the 4D motion input \(M_t^{3D}\) including spatial pose...
and temporal dynamics from 3D space into a compact spatially aligned UV space using the geometric transformation \( \mathcal{W} \) that is pre-defined by the parametric (e.g., SMPL) body template, which yields \( \mathbf{f}_t^{uv} = \mathcal{W} \mathbf{M}_t^{3D} \). The UV-aligned motion feature \( \mathbf{f}_t^{uv} \) faithfully preserves the articulated structures of body topology in a compact 2D space.

Generating Surface-based Triplanes for Motion Modeling. To model clothed humans, we further employ a motion encoder \( \mathcal{E}_M \) that lifts the clothless 2D features \( \mathbf{f}_t^{uv} \) to a 3D triplane representation \( \mathbf{f}_t^{uvh} \) that is defined in a \( u - v - h \) system, with \( u - v \) to represent the motion of the clothless body template, and an extensional coordinate \( h \) to represent the secondary motion of clothes, i.e., the temporal cloth offsets, and hence 4D clothed motions can be parameterized by a surface-based triplane by:

\[
\mathbf{f}_t^{uvh} = \mathcal{E}_M(\mathbf{f}_t^{uv}) = \mathcal{E}_M(\mathcal{W} \mathbf{M}_t^{3D}),
\]

where \( \mathcal{W} \) is the geometric transformation from 3D space to UV space. \( \mathbf{f}_t^{uvh} \) consists of three planes \( x_{uv}, x_{uh}, x_{hv} \in \mathbb{R}^U \times V \times C \) to form the spatial relationship, where \( U, V \) denote spatial resolution and \( C \) is the channel number. In contrast to the volumetric triplanes used in EG3D [5] where the three planes represent three vertical planes in the 3D volumetric space, \( \mathbf{f}_t^{uvh} \) is defined on the human body surface inheriting human topology priors for motion modeling, as illustrated by an unwarp triplane in 3D space in Fig 2.

3.3. Physical Motion Decoding

We propose a physical motion decoder \( \mathcal{D}_M \) to learn spatial and temporal features of motion, which is achieved by decoding the intermediate motion feature \( \mathbf{f}_t^{uvh} \) learned by \( \mathcal{E}_M \) to predict the motions at the next timestep \( t + 1 \), such as spatial derivatives corresponding to surface normal \( \mathbf{N}_{t+1}^{uv} \), temporal derivatives corresponding to surface velocity \( \mathbf{V}_{t+1}^{uv} \). Note that we model the normal and velocity in the UV space by:

\[
\{ \mathbf{N}_{t+1}^{uv}, \mathbf{V}_{t+1}^{uv} \} = \mathcal{D}_M(\mathbf{f}_t^{uvh}) = \mathcal{D}_M \circ \mathcal{E}_M(\mathcal{W} \mathbf{M}_t^{3D}) \quad (5)
\]

3.4. 4D Appearance Decoding

Volumetric Surface-conditioned Rendering. Given a target camera viewpoint, the triplane \( \mathbf{f}_t^{uvh} \) is first rendered into low-resolution volumetric features \( \mathbf{I}_F \in \mathbb{R}^{H \times W \times C} \) by a conditional NeRF \( \Phi \), where \( H \) and \( W \) are the spatial resolution and \( C \) is the channel number. To be more specific, given a 3D query point \( p_i \), we transform it into a surface-based local coordinate \( \mathbf{p}_i = (u_i, v_i, h_i) \) w.r.t. the tracked body mesh \( \mathbf{P}_t \). Here we search the nearest face \( f_i \) of \( \mathbf{P}_t \) for query point \( p_i \) and \( (u_i, v_i) \) and \( h_i \) are the barycentric coordinates of the nearest point on \( f_i \), and the signed distance respectively. We therefore obtain the local feature \( z_i^{uvh} \) of the query point \( p_i \) as

\[
z_i^{uvh} = \text{cat} \left[ \Pi(x_{uv}; u_i, v_i), \Pi(x_{uh}; u_i, h_i), \Pi(x_{hv}; h_i, v_i) \right],
\]

where \( \Pi(\cdot) \) denotes sampling operation, \( \text{cat}[\cdot] \) denotes the concatenation operator.

Given camera direction \( \mathbf{d}_i \), the appearance features \( c_i \) and density features \( \sigma_i \) of point \( p_i \) are predicted by

\[
\{ c_i, \sigma_i \} = \Phi(\mathbf{d}_i, z_i^{uvh}) \quad (7)
\]

We integrate all the radiance features of sampled points into a 2D feature map \( \mathbf{I}_F \) at time \( t \) through volume renderer.
Figure 3. Qualitative comparisons on novel view synthesis on the subject S313 of ZJU-MoCap dataset. Two motion sequences S1 (swing arms left to right) and S2 (raise and lower arms) are shown. We specifically focus on the synthesis of time-varying appearances (especially T-shirt wrinkles), by evaluating the rendering results under similar poses yet with different movement directions, which are marked in the same color, such as the pairs of 1-2, 3-4, and 5-6. Our method synthesizes high-fidelity time-varying appearances, whereas SOTA HumanNeRF generates almost the same cloth wrinkles.

\[ I_F = G_1(f_{uvh}^t, \text{cam}; \Phi) \]  

where \( f_{uvh}^t \) is extracted from Eq. 4.

**Efficient Geometry-Aware Super-Resolution.** Sampling dense points to render the full-resolution volumetric features is computationally heavy. Instead, we employ a super-resolution network \( G_2 \) to render high-resolution images \( I_{RGB} \in \mathbb{R}^{H \times W \times 3} \):

\[ I_{RGB} = G_2 \circ G_1(f_{uvh}^t, \text{cam}; \Phi) \]  

### 3.5. Optimization

SurMo is trained end-to-end to optimize \( E_M, D_M, \) and renderers \( G_1, G_1 \) with 2D image loss. We employ Adversarial Loss and Reconstruction Loss including Pixel Loss, Perceptual Loss, Face Identity Loss, Velocity and Normal Loss, and Volume Rendering Loss for supervision in training, with Adam [22] as the optimizer. Refer to the supp. mat. for more details.

### 4. Experiments

**Dataset and Metrics.** We evaluate the novel view synthesis on ZJU-MoCap, MPII-RDDC, and AIST++, with a total of 9 subjects. We use the same camera setup as Neural Body, that is, 4 cameras used for training, and the other 18 for testing. For MPII-RDDC, 18 cameras in training, and 9 for testing. Since ASIT++ only has 9 cameras, we use 6 for training, and the remaining 3 for testing. Refer to more details in the supp. mat. We compare each method on per-pixel metrics including SSIM [60] and PSNR, and
Figure 4. Qualitative comparisons on novel view synthesis on the subject S387, S315 of ZJU-MoCap dataset. Row 1 and 2 show similar poses occurring at different timesteps (not consecutive frames). The results indicate that our method synthesizes time-varying appearances while other methods mainly generate pose-dependent appearances.

Table 1. Quantitative comparisons on ZJU-MoCap dataset (averaged on all test views and poses on 6 sequences) for novel-view synthesis. To reduce the influence of the background, all scores are calculated from images cropped to 2D bounding boxes. Note that the perception metrics LPIPS [64] and FID [14] capture human judgment better than per-pixel metrics such as SSIM [60] or PSNR, as stated in [25, 51].

<table>
<thead>
<tr>
<th>ZJU-S1-6</th>
<th>LPIPS ↓</th>
<th>FID ↓</th>
<th>SSIM ↑</th>
<th>PSNR ↑</th>
</tr>
</thead>
<tbody>
<tr>
<td>Neural Body [43]</td>
<td>.164</td>
<td>125.10</td>
<td>.703</td>
<td>21.438</td>
</tr>
<tr>
<td>HumanNeRF [61]</td>
<td>.106</td>
<td>88.382</td>
<td>.792</td>
<td>23.624</td>
</tr>
<tr>
<td>Ours</td>
<td><strong>.075</strong></td>
<td><strong>67.725</strong></td>
<td><strong>.833</strong></td>
<td><strong>24.815</strong></td>
</tr>
</tbody>
</table>

perception metrics including LPIPS [64] and FID [14].

**Baselines.** We compare our method against SOTA methods including Neural Body [43], HumanNeRF [61], Instant-NVR [9], ARAH [58], DVA [47] and HVTR++ [18]. Neural Body models human poses in 3D space with point cloud as pose representation, HumanNeRF and Instant-NVR model poses in a canonical space with inverse skinning, ARAH is a forward-skinning based method, DVA and HVTR++ encode poses in UV space, and take driving view signals as input for telepresence applications.

**4.1. Comparisons to SOTA Methods**

**Quantitative comparisons** We conduct the quantitative comparisons on the three datasets with a total of 9 subjects. The quantitative results on ZJU-MoCap are summarized in Tab. 1, which suggests that our new paradigm outperforms the SOTA by a big margin, and we achieve the best quantitative results on all four metrics. The detailed comparisons on each subject of ZJU-MoCap, and quantitative results on MPII-RDDC and AIST++ are listed in the supp. mat. Refer to the comparisons with ARAH [58], DVA [47] and HVTR++ [18] in the supp. mat.

**Time-varying Appearances with Dynamics Conditioning on ZJU-MoCap.** We compare with baseline methods for novel view synthesis on two motion sequences of subject S313 from the ZJU-MoCap dataset, as shown in Fig. 3. We evaluate the capability of each method to synthesize time-varying appearances. Specifically, two sequences S1 (swing arms left to right) and S2 (raise and lower arms) are evaluated, where similar poses occur at different timesteps with different dynamics (e.g., movement directions, trajectory, or velocity) are marked in the same color, such as the pairs of \(1\)\(2\), \(3\)\(4\), and \(5\)\(6\). Fig. 3 suggests that Instant-NVR [9] fails to synthesize time-varying high-frequency wrinkles, and Neural Body [43] synthesizes time-varying yet blurry wrinkles. HumanNeRF [61] synthesizes detailed yet static T-shirt wrinkles, i.e., the wrinkles are almost the same for similar poses, such as \(1\)\(2\), \(3\)\(4\), and \(5\)\(6\). In contrast, our method renders both high-fidelity and time-varying wrinkles. The comparisons on other subjects S387 and S315 are shown in Fig. 4, which illustrate the effectiveness of our proposed paradigm in dynamics learning.

**Time-varying Appearances with Motion-dependent Shadows on MPII-RDDC.** We compare with baseline methods for novel view synthesis on MPII-RDDC, as shown in Fig. 5. The sequence is captured in a studio with top-down lighting that casts shadows on the human body due to self-occlusions. We notice that the synthesis of shadow can be formulated as learning motion-dependent shadows in the motion representation without the need to
Figure 5. Novel view synthesis of time-varying appearances with both pose and lighting conditioning on MPII-RDDC dataset. The sequence is captured in a studio with top-down lighting that casts shadows on the human performer due to self-occlusion. In Row 1, we specifically focus on synthesizing time-varying shadows (e.g., 1 vs. 2, and 3 vs. 4) for different poses with different self-occlusions. In Row 2, we evaluate the synthesis of: 1) time-varying appearances for similar poses occurring in a jump-up-and-down motion sequence, e.g., 5 vs. 6, 2) shadows 7 vs. 8, and 3) clothing offsets 5 vs. 6.

Figure 6. Novel view synthesis of fast motions on AIST++.

Explicitly model the lighting. We validate our method from two aspects of the scenario in Fig. 5. 1) In Row 1, Fig. 5 indicates that with the expressive motion representation and physical motion learning, SurMo succeeds in predicting the motion-dependent shadows, such as 1, 2, 3, 4, whereas SOTA HumanNeRF renders almost the same T-shirt appearance. 2) In Row 2, we compare the synthesis of time-varying appearances for similar poses occurring in a jump-up-and-down motion sequence i.e., 5 vs. 6, which shows that SurMo is capable of predicting the clothes offsets under similar pose with different motion trajectories. In addition, we synthesize the shadows 7, 8 in the challenging jump-up-and-down motion sequence. However, HumanNeRF fails to predict the dynamic clothing offsets 9.

Time-varying Appearances for Fast Motions on AIST++. We also evaluate our methods by rendering humans with fast dance motions (S21 and S13) on AIST++, as shown in Fig. 6, where we compare ours against Neural Body in synthesizing time-varying wrinkles of the T-shirt for different motions. Fig. 6 suggests that Neural Body can only synthesize blurry results partly because Neural Body models pose in a sparse 3D space. Instead, we model motions in a denser body surface space, which enables high-fidelity image synthesis. Note that AIST++ is based

Figure 7. Ablation study of motion conditioning and learning. We focus on the effect of motion conditioning and learning in Row 1, and whether our method learns to decouple the static pose and dynamics (e.g., velocity) from the motion conditioning.

Figure 8. Ablation study of motion conditioning and learning. We focus on the effect of motion conditioning and learning in Row 1, and whether our method learns to decouple the static pose and dynamics (e.g., velocity) from the motion conditioning.

4.2. Ablation Study

Surface-based Triplane vs. Volumetric Triplane. We compare the well-adopted volumetric triplane (Vol-Trip) [5] and our proposed surface-based triplane (Surf-Trip) for human modeling on two subjects S313 and S387 from ZJU-MoCap, as shown in Fig. 7. Fig. 7 (left) suggests that the Surf-Trip converges faster in training with a smaller reconstruction loss for both sequences, and the performances are further improved with physical motion learning, e.g., ‘Surf-Trip + ML’. Fig. 7 (right) compares the rendering re-
Figure 7. Ablation study of 3D volumetric triplane (Vol-Trip) vs. surface-based triplane (Surf-Trip) for human modeling on subject S313 and S387 from ZJU-MoCap. We focus on the convergence in training (left), and self-occlusion rendering (right). The convergence of S313 is shifted for visualization purposes. Vol-Trip is not effective in handling self-occlusion, e.g., though it performs well in another viewpoint without self-occlusions. In addition, Vol-Trip cannot synthesize high-quality details for face.

Table 2. Ablation study of motion conditioning and learning. $P_{\text{cond}}$ and $D_{\text{cond}}$ denote the conditioning of pose and dynamics, $V_{\text{pred}}$ and $N_{\text{pred}}$ denote the prediction of surface velocity and surface normal in motion learning.

<table>
<thead>
<tr>
<th></th>
<th>LPIS ↓</th>
<th>FID ↓</th>
<th>SSIM ↑</th>
<th>PSNR ↑</th>
</tr>
</thead>
<tbody>
<tr>
<td>$P_{\text{cond}}$</td>
<td>.120</td>
<td>104.83</td>
<td>.793</td>
<td>22.781</td>
</tr>
<tr>
<td>+ $D_{\text{cond}}$</td>
<td>.085</td>
<td>73.674</td>
<td>.834</td>
<td>24.908</td>
</tr>
<tr>
<td>+ $V_{\text{pred}}$</td>
<td>.069</td>
<td>62.092</td>
<td>.856</td>
<td>25.845</td>
</tr>
<tr>
<td>+ $N_{\text{pred}}$</td>
<td>.060</td>
<td>50.170</td>
<td>.869</td>
<td>26.654</td>
</tr>
</tbody>
</table>

Motion Conditioning and Learning. We also analyze the effectiveness of our proposed motion conditioning and learning qualitatively and quantitatively. Tab. 2 summarizes the quantitative results, which suggest that the quantitative results are significantly improved by taking as input the dynamics conditioning $D_{\text{cond}}$. With physical motion learning, i.e., predicting the temporal derivatives surface velocity and spatial derivatives normal at the next timestep, the quantitative results are further improved by a big margin.

The qualitative comparisons are shown in Fig. 8, where in Row 1, we observe higher-fidelity appearances with dynamics conditioning, and physical motion learning for both velocity and normal prediction. In Row 2, we evaluate whether our method learns to decouple the temporal dynamics (e.g., velocity) and static poses from motion conditioning, which corresponds to the rendering of clothing wrinkles of secondary motion (T-shirt 1) and tight parts (e.g., shorts 2). We only change the velocity for each variant in the ablation study. It suggests that the appearance of the T-shirt varies when the velocity or dynamics are changed, whereas the renderings of tight parts remain the same, such as the head, tight shorts, and shoes. This is consistent with our daily observations. The ablation study illustrates that our method decouples the pose and dynamics, and is capable of generating dynamics-dependent appearances. Note that the appearance changes are small between $V + 1$ and $V + 0.01$ when we reduce the velocity, partly because the method is not sensitive to smaller velocity due to the pose estimation errors in the training dataset where consecutive frames may be estimated with the same pose fitting.

5. Discussion

We propose SurMo, a new paradigm for learning dynamic humans from videos by jointly modeling temporal motions and human appearances in a unified framework, based on an efficient surface-based triplane. We conduct a systematical analysis of how human appearances are affected by temporal dynamics, and extensive experiments validate the expressiveness of the surface-based triplane in rendering fast motions and motion-dependent shadows. Quantitative experiments illustrate that SurMo achieves the SOTA results on different motion sequences.
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