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Abstract

With the prevalence of the Pretraining-Finetuning
paradigm in transfer learning, the robustness of down-
stream tasks has become a critical concern. In this work,
we delve into adversarial robustness in transfer learn-
ing and reveal the critical role of initialization, includ-
ing both the pretrained model and the linear head. First,
we discover the necessity of an adversarially robust pre-
trained model. Specifically, we reveal that with a standard
pretrained model, Parameter-Efficient Finetuning (PEFT)
methods either fail to be adversarially robust or continue
to exhibit significantly degraded adversarial robustness on
downstream tasks, even with adversarial training during
finetuning. Leveraging a robust pretrained model, surpris-
ingly, we observe that a simple linear probing can outper-
form full finetuning and other PEFT methods with random
initialization on certain datasets. We further identify that
linear probing excels in preserving robustness from the ro-
bust pretraining. Based on this, we propose Robust Linear
Initialization (RoLI) for adversarial finetuning, which ini-
tializes the linear head with the weights obtained by ad-
versarial linear probing to maximally inherit the robust-
ness from pretraining. Across five different image classifica-
tion datasets, we demonstrate the effectiveness of RoLI and
achieve new state-of-the-art results. Our code is available
at https://github.com/DongXzz/RoLI.

1. Introduction
With the advancement of large-scale deep learning mod-
els, the Pretraining-Finetuning paradigm takes a more dom-
inant role compared to training from scratch across various
tasks [2], including computer vision [12, 15, 22, 28], nat-
ural language processing [20, 36, 41], and speech recogni-
tion [35]. Under the paradigm of Pretraining-Finetuing, ad-
vanced parameter-efficient finetuning (PEFT) methods [4,
16–18, 27, 48] have emerged. Compared to full finetuning,
PEFT methods either introduce small modules into a fixed
pretrained model or optimize only part of the pretrained
model, demonstrating exceptional performance while keep-
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Figure 1. Robust Linear Initialization (RoLI), significantly im-
proves adversarial robustness. RoLI, denoted in red, achieves
an average 3.88% increase in clean accuracy and a 2.44% in-
crease in robust accuracy compared to Random Linear Initializa-
tion (RanLI) of the linear head during adversarial finetuning, aver-
aged across five downstream datasets. Our best-performing RoLI
- Full-FT, which represents adversarial full finetuning with robust
linear initialization, achieves a new state-of-the-art performance.
We include six popular finetuning methods with Swin Trans-
former [28] and two existing state-of-the-art techniques for adver-
sarial transfer learning: TWINS-AT [29] and AutoLoRA [43].

ing storage usage low.
While the success of transfer learning is evident, the

robustness of downstream models has become a critical
concern in real-world applications. For example, as sug-
gested by previous studies, full finetuning will distort the
pretrained features, leading to compromised robustness in
terms of image corruptions and out-of-distribution (OOD)
performance [26, 44]. In addition, adversarial robustness
poses another significant challenge to real-world deploy-
ment, as a non-robust model demonstrates nearly zero accu-
racy under adversarial attacks [40]. Many approaches have
been proposed to enhance adversarial robustness in trans-
fer learning, including improving the robustness of pre-
training through self-supervised techniques [7, 19] and pre-
serving robustness from pretrained models during finetun-
ing [29, 43]. However, most previous works [29, 43] apply
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Figure 2. Illustration of six different finetuning techniques, arranged in descending order according to the number of tunable parameters.

full finetuning for adversarial transfer learning, overlooking
the significance of different finetuning methods.

In this work, we comprehensively study six popular fine-
tuning methods in adversarial transfer learning, as shown in
Fig. 2. We discover that initialization, which includes 1)
the backbone initialization (i.e., a pretrained model), and 2)
the initialization of the linear head that adapts features to
the target domain, plays a critical role in adversarial trans-
fer learning. We start by comparing the performance of ad-
versarial finetuning when initialized with either a robust or
a standard pretrained model. Surprisingly, all PEFT meth-
ods fail or exhibit significantly inferior performance when
initialized with a standard pretrained model compared to
being initialized with a robust pretrained model. Further-
more, we observe that a large-scale pretrained model, such
as CLIP [34], cannot alleviate this phenomenon, highlight-
ing the critical role of robust pretraining in adversarial trans-
fer learning.

Given a robust pretrained model, surprisingly, we dis-
cover that adversarial linear probing outperforms other
methods on certain datasets, e.g., Caltech256 [13] and Stan-
ford Dogs [21]. We further demonstrate that this is mainly
because linear probing excels in inheriting robustness from
pretraining. Moreover, we identify the ability to adapt fea-
tures to the specific target domain as a key factor influenc-
ing linear probing’s success, supported by a strong correla-
tion between transferred accuracy and robustness. Based
on these insights, we introduce Robust Linear Initializa-
tion (RoLI), which initializes the model’s linear head with
the weights obtained from adversarial linear probing. With
RoLI followed by adversarial finetuning methods, we max-
imize the inherited robustness along with a strong feature
adaptation ability, resulting in improved performance. In
summary, our contributions are as follows:

• We comprehensively study six popular finetuning tech-
niques for adversarial transfer learning. We discover that
PEFT methods fail or exhibit significantly inferior perfor-

mance when initialized with a standard pretrained model,
even with adversarial finetuning on downstream data.

• We demonstrate that adversarial linear probing excels in
preserving robustness from a robust pretrained model.
Building upon this insight, we propose Robust Linear Ini-
tialization (RoLI) for adversarial finetuning to maximally
inherit robustness from pretraining and effectively adapt
features through adversarial finetuning.

• We demonstrate the effectiveness of RoLI across five
downstream datasets. On average, RoLI improves the
clean and robust accuracy by 3.88% and 2.44% compared
with random initialization. This establishes a new state-
of-the-art benchmark for adversarial transfer learning.

2. Related Works

Finetuning in Transfer Learning. Transfer learning
aims to finetune a pretrained model on downstream tasks
to gain better performance [23, 45, 47]. Linear probing
and full finetuning are often applied in the finetuning pro-
cess. Given the increasing size of pretrained models, var-
ious Parameter Efficient Finetuning (PEFT) methods have
been proposed. PEFT methods can effectively reduce the
finetuning cost and alleviate overfitting since only a small
number of parameters are updated [16, 17]. Specifically,
Bias [3, 46] only updates the bias term, while Scaling &
Shifting [27] performs the linear transformation to adapt the
features. Different from both of them, Adapter [16, 32, 33],
LoRA [17], and VPT [18] introduce extra learnable mod-
ules into the pretrained models in the finetuning stage. Al-
though there are various finetuning methods proposed to
improve the accuracy, it is still unclear what matters to the
robustness on the downstream tasks. [25] points out that
feature distortion in finetuning hurts the out-of-distribution
robustness on downstream tasks, while we discover ini-
tialization plays a critical role in adversarial robustness on
downstream tasks.
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Adversarial Robustness in Transfer Learning. The re-
search on adversarial robustness in transfer learning has
been studied from two perspectives, namely, robust pre-
training and robust finetuning. Concretely, robust pertain-
ing aims to achieve adversarial robustness in the pertain-
ing stage and finetune pretrained models on the down-
stream tasks without adversarial training [5, 7, 19, 39]. Be-
sides, [38] demonstrates that the adversarially pertaining
also benefits standard performance on downstream tasks.
In contrast, robust finetuning [29, 43] focuses on preserv-
ing the robustness of the pretrained model during the fine-
tuning stage. For example, TWINS [29] incorporates a
dual batch normalization in the model to keep the statistics
of pretrained and finetuned datasets separately. And Au-
toLoRA [43] introduces a low-rank (LoRA) branch to dis-
entangle clean and adversarial objectives. Existing works
design various strategies to preserve the robustness from the
pretrained model, but they simply apply full finetuning on
downstream tasks. In this work, we study six different fine-
tuning methods and introduce Robust Linear Initialization
(RoLI) to enhance the adversarial robustness for different
finetuning methods.

3. Background

In this section, we provide an overview of existing finetun-
ing techniques, including full finetuning as well as five dif-
ferent PEFT methods, as illustrated in Fig. 2. Additionally,
we introduce adversarial finetuning which integrates adver-
sarial training during the finetuning stage.

3.1. Existing Finetuning Methods

In transfer learning, finetuning adapts the features from the
pretrained domain to the target domain. In this section, we
introduce six finetuning methods in descending order ac-
cording to the number of tunable parameters.
Full Finetune (Full-FT): We initialize the model from a
pretrained model and finetune all its parameters on the
downstream tasks.
Adapter [16, 32, 33]: Adapter introduces a module after
the MLP block in every layer. The adapter module consists
of a down-sampling layer and an up-sampling layer, with a
non-linear activation. During finetuning, we will update the
adapter modules as well as the linear head.
Low-Rank Adaptation (LoRA) [17]: LoRA proposes to
learn a residual from pretrained weight represented by two
low-rank metrics. Specifically, we apply the LoRA branch
on the query and value projection in the self-attention block.
During finetuning, the pretrained model remains frozen
while updates are applied to the LoRA branch and head.
Bias [3, 46]: We update the bias term and keep other pa-
rameters unchanged. Additionally, We also update the clas-
sification head (including weights and bias).

Visual Prompt Tuning (VPT) [18]: VPT appends addi-
tional learnable tokens (embeddings), called prompts, into
the input space of each attention layer in vision transform-
ers. Specifically, we use the structure of VPT-Deep, where
every layer introduces a fixed number of trainable prompts
independently. During the finetuning stage, we will tune
both the prompts and the linear head on downstream tasks
while freezing the entire pretrained backbone. We refer
readers to [18] for more details.
Linear Probing (Linear): We only finetune the classifica-
tion head on the downstream tasks.

3.2. Adversarial Finetuning

Adversarial training corresponds to a min-max optimization
problem [31]. In the context of adversarial finetuning, we
can formulate the optimization problem as follows:

min
θ̂

E(x,y)∼D

[
max

∥δ∥∞≤ε
L(x+ δ, y; θ ∪ θ̂)

]
(1)

where θ and θ̂ represent the frozen parameters and tun-
able parameters in model parameters respectively. For ex-
ample, in adversarial full finetuning, θ̂ stands for all the
model parameters as we update all of them during the fine-
tuning stage. In contrast, in adversarial VPT, θ̂ denotes
the extra prompts and linear head while θ represents the
frozen parameters in the backbone architecture. In ad-
dition, δ represents adversarial perturbation, whose ∥·∥∞
is bounded by ε. During adversarial finetuning, we use
the pretrained model together with additional modules in-
troduced by PEFT methods to generate adversarial exam-
ples, while only updating the tunable parameters θ̂ for each
method. If not otherwise specified, we use PGD-7 with
ε = 8/255 and step size α = 2/255 to generate adversarial
attacks during adversarial finetuning.

4. Robust Pretrained Model Matters
Previous research [29, 39] suggests that although standard
pretraining results in performance inferior to that of adver-
sarially robust pretraining, it can still yield an adversarially
robust model with adversarial finetuning. In this section,
our goal is to investigate the significance of pretraining in
PEFT methods. Specifically, we seek to address the ques-
tion: Is an adversarially robust model necessary for PEFT
methods?

To answer this question, we initialize model parame-
ters using two different pretrained models. One is a stan-
dard pretrained model on ImageNet-1k [11] while the other
is adversarially pretrained with PGD [31] attacks. These
pretrained models are off-the-shelf and their specifics are
outlined in the supplementary material. Following initial-
ization, we perform adversarial finetuning on downstream
tasks. As shown in Fig. 3, we evaluate six adversarial
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Figure 3. PEFT methods fail or exhibit significantly degraded performance with a standard pretrained model (in blue and gray).
Models finetuned from a robust pretrained model (in red) exhibit high accuracy and robustness, as they are consistently positioned in the
top-right corner. Among six finetuning techniques, Full-FT outperforms others when starting with a standard pretrained model; however, it
falls short of other methods when starting with a robust pretrained model. The specific numerical results are provided in the supplementary.

finetuning techniques across two model architectures (ViT-
B [12] and Swin-B [28]) on the CIFAR10 [24] and Cal-
tech256 [13]. The adversarial robustness is measured with
PGD-10 bounded with ε = 8/255.

First, we find that initializing the model with an adver-
sarially robust pretrained model can significantly improve
adversarial robustness on downstream tasks. This consis-
tently holds across all the experimental settings we have
evaluated, e.g., 6 adversarial finetuning techniques across
2 model architectures on 2 different datasets. More sur-
prisingly, we discover that a robust pretrained model is es-
pecially important for PEFT methods, as they struggle to
achieve satisfactory adversarial robustness when initialized
with a standard pretrained model. For example, all the
PEFT methods fail to achieve adversarial robustness higher
than 20% on the Caltech256 dataset. In addition, adver-
sarial linear probing can only achieve < 5% adversarial ro-
bustness on both datasets when initiated with a standard pre-
trained model. This strongly suggests that adversarial PEFT
can not sufficiently infuse adversarial robustness in the fine-
tuning stage if the model starts with a non-robust pretrained
model. Finally, we observe that Full-FT consistently out-
performs other finetuning methods with a non-robust pre-
training, indicating the preference for using full finetuning
in the absence of robust pretraining.

Does Pretraining on a Larger Dataset Help Adversarial
Finetuning? Due to the high computational cost of ad-
versarial pretraining, we aim to investigate whether a model
pretrained on a larger dataset could substitute for the neces-
sity of an adversarially robust pretrained model. To this end,
we initialize the model with an off-the-shelf large-scale pre-
trained model, CLIP [34], and perform the same adversarial
finetuning techniques on downstream tasks. Fig. 3 demon-
strates that a standard pretrained model on a larger dataset,

Methods
ViT Swin

Clean PGD Clean PGD

RanLI - Full-FT 80.17 44.15 85.19 54.13
RanLI - Adapter 83.14 49.57 85.24 54.22
RanLI - LoRa 82.63 50.72 83.52 53.57
RanLI - Bias 82.69 50.07 84.88 54.69
RanLI - VPT 82.09 50.52 84.99 55.23
RanLI - Linear 81.89 42.02 82.98 45.89

Table 1. PEFT methods, excluding Linear, demonstrate strong
performance on average across CIFAR10 and Caltech256
datasets. With adversarial finetuning, PEFT methods outperform
Full-FT and Linear with RanLI. Full results are available in ??

like CLIP, does not yield higher robustness compared to the
non-robust ImageNet-1k pretrained model. It notably lags
far behind the robustness achieved by a smaller-scale ro-
bust pretrained model, such as one trained on ImageNet-1k.
This observation implies that opting for a smaller yet robust
pretrained model proves to be a more effective strategy for
attaining adversarial robustness in downstream tasks com-
pared to using a larger, non-robust pretrained model.

5. Initialization Matters For Finetuning
In the previous section, we understand the necessity of ini-
tializing a model with an adversarially robust pretrained
model. We now ask: given a robust pretrained model, what
matters for adversarial finetuning?

5.1. Random Linear Initialization

To answer this question, we first evaluate the adversarial ro-
bustness of six adversarial finetuning techniques. To adapt
the robust pretrained model to the downstream tasks, we
initialize the linear head with Random Linear Initialization
(RanLI) following [39]. We perform adversarial finetuning
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Figure 4. Linear probing with adversarial finetuning surpasses other methods on Caltech256. With standard finetuning, the PEFT
methods exhibit inherited robustness (Robustness > 0) from the pretraining. Notably, linear probing surpasses the other methods by a
substantial margin in robustness while maintaining similar clean data accuracy on Caltech256. Additionally, adversarial training during
finetuning is effective in enhancing all methods’ robustness.

across two model architectures, e.g., ViT and Swin, on the
CIFAR10 and Caltech256 datasets. Additional details re-
garding the training process can be found in Sec. 5.4 and in
supplementary ??

As shown in Tab. 1, PEFT methods except Linear con-
sistently demonstrate strong average results with adversarial
finetuning. In particular, LoRA achieves the highest average
robustness at 50.72% for ViT, while VPT performs excep-
tionally well with 55.23% on Swin.

Looking more closely at the performance on each indi-
vidual dataset in Fig. 4, we observe that adversarial linear
probing achieves the strongest robustness on Caltech256.
This is rather surprising, given that linear probing has the
lowest computational cost compared to others and never
outperforms other finetuning methods on any single dataset
in standard transfer learning [4, 6, 18].

5.2. Why does Adversarial Linear Probing Work?

To understand the remarkable robustness achieved by ad-
versarial linear probing, we then ask: what contributes to
adversarial robustness on the downstream tasks given a ro-
bust pretrained model? We hypothesize that there are two
confounding factors: 1) the robustness inherited from pre-
trained models, and 2) the robustness achieved by adver-
sarial finetuning. To validate our hypothesis, we conduct
a comparative analysis of adversarial robustness in down-
stream tasks while using standard finetuning versus adver-
sarial finetuning, given the same robust pretrained model.

Robustness Inherited from Pretrained Models. In this
section, we focus on standard finetuning as it does not bring
in additional adversarial robustness to downstream tasks.
Therefore, the adversarial robustness achieved during stan-
dard finetuning primarily arises from the robust pretrained
model, representing the capability of each method to pre-
serve robustness from the pretrained model. As shown in

Fig. 4, all standard finetuning methods (colored in blue)
achieve non-zero robustness under PGD-10 attacks. This
supports our hypothesis that robustness inherited from the
pretrained model contributes to the robustness in down-
stream tasks. In addition, linear probing significantly out-
performs all other standard finetuning methods in preserv-
ing robustness from the pretrained model. For example,
linear probing exhibits significantly stronger robustness (at
least 20% higher) compared to other methods while main-
taining similar accuracy on Caltech256. We explain this as
linear probing avoids distorting the robust features inher-
ited from the pretrained model by only updating the linear
head. However, on CIFAR10, linear probing does not ex-
hibit a significant advantage over robustness and displays
lower clean accuracy compared to others. This is likely due
to its limited capability to adapt features from the pretrained
source domain to the downstream target domain.

Robustness Achieved by Adversarial Finetuning. By
comparing adversarial robustness achieved by standard
finetuning (colored in blue) and adversarial finetuning (col-
ored in red) in Fig. 4, we can see the extra robustness
gain achieved by adversarial training during the finetuning
stage. Except for Linear, adversarial finetuning contributes
a significant portion of their robustness to the final robust-
ness. For example, Full-FT on Swin, achieving a 99% fi-
nal robustness on Caltech256 through adversarial finetun-
ing. Even VPT, which has the fewest tunable parameters
after Linear, demonstrates a 78% final robustness from ad-
versarial finetuning. On the contrary, Linear only achieved
a final robustness of 13% from this stage, with the primal
robustness originating from the pretraining model.

Taken together, we validate our hypothesis that both ro-
bustness inherited from the pretrained model and achieved
through adversarial finetuning contribute to adversarial ro-
bustness on downstream tasks. In addition, we conclude
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that the exceptional robustness exhibited by adversarial lin-
ear probing is mainly because linear probing excels in pre-
serving robustness from pretrained models compared to oth-
ers, which primarily obtain their robustness from adversar-
ial training during finetuning stage.

5.3. Transferred Robustness Correlates with Trans-
ferred Accuracy.

As we have seen in Fig. 4, adversarial linear probing
achieves the highest adversarial robustness on Caltech256
but falls far behind other methods on CIFAR10. This perfor-
mance discrepancy across different datasets raises a ques-
tion: how can we estimate if adversarial linear probing
achieves the best robustness? Based on our analysis in
Sec. 5.2, where the robustness of adversarial linear probing
primarily arises from preserving the robustness in the pre-
trained model, we hypothesize that the transferred robust-
ness of adversarial linear probing is highly correlated with
the transferred accuracy of standard linear probing. This
suggests that if standard linear probing successfully adapts
the features from the pretrained source domain to the down-
stream target domain, adversarial linear probing will simi-
larly preserve the robustness in the pretrained model.

To validate this, we define transferred accuracy of stan-
dard linear probing (accTstd) and transferred robustness of
adversarial linear probing (robTadv) as follows, using full
finetune as a baseline to normalize the performance across
different datasets:

accTstd =
acc(LPstd)− acc(FTstd)

acc(FTstd)
(2)

robTadv =
rob(LPadv)− rob(FTadv)

rob(FTadv)
(3)

where acc(·) and rob(·) denote the accuracy and robust-
ness of each method, respectively. FTstd and LPstd rep-
resent standard full finetune and standard linear probing
whereas FTadv and LPadv stand for their respective ad-
versarial counterparts. We trained 51 models with differ-
ent hyper-parameter settings across five datasets and present
transferred accuracy and robustness in Fig. 5.

In Fig. 5, the transferred robustness of adversarial lin-
ear probing is strongly correlated with the transferred accu-
racy of standard linear probing, with a high Pearson correla-
tion coefficient (0.896). When the transferred accuracy ap-
proaches or surpasses 0, the transferred robustness becomes
positive, indicating the improved performance of adversar-
ial linear probing over adversarial fully finetuning. This
strong correlation validates our hypothesis that if standard
linear probing successfully adapts features from the pre-
trained to the target domain, its adversarial counterpart is
capable of effectively achieving adversarial robustness on
downstream tasks.

0.2 0.1 0.0 0.1 0.2 0.3
Transferred accuracy (accT

std)

0.5

0.0

0.5

1.0

1.5

Tr
an

sf
er

re
d 

ro
bu

st
ne

ss
 (r

ob
T ad

v)

Pearson correlation: 0.896
CIFAR-10
Caltech-256
CIFAR-100
CUB200
Stanford Dogs
Fitted line

Figure 5. Transferred robustness of adversarial linear probing
strongly correlates with transferred accuracy of standard linear
probing.

5.4. Robust Linear Initialization (RoLI)

Based on our observation that linear probing can outperform
other methods when it effectively adapts features to the tar-
get domain, we propose Robust Linear Initialization (de-
noted as RoLI) for adversarial finetuning. Specifically, we
initialize the linear head of a robust pretrained model with
weights obtained through adversarial linear probing instead
of random initialization. Then, we perform adversarial fine-
tuning, using either full finetune or PEFT methods. Since
adversarial linear probing excels in preserving robustness
from a pretrained model, RoLI provides a more robust ini-
tialization for subsequent adversarial finetuning, maximiz-
ing the robustness inherited from a robust pretrained model.
In addition, the following adversarial finetuning can fur-
ther enhance robustness by introducing additional robust-
ness through adversarial training. In the following sections,
we will evaluate the effectiveness of RoLI applied to four
different adversarial finetuning methods across five differ-
ent datasets and demonstrate it achieves new state-of-the-art
robustness in adversarial transfer learning.

Datasets. In our experiments, we use five datasets: CI-
FAR10 [24], CIFAR100 [24], Caltech256 [13], Caltech-
UCSD Birds-200-2011 (CUB200) [42], and Stanford
Dogs (Dogs) [21]. For low-resolution image datasets like
CIFAR10 and CIFAR100, we resize the image to match the
model input shape. For high-resolution image datasets, we
apply random resizing and cropping in training and center
crop in testing. It’s important to note that we integrate the
resizing and normalization process directly into the model
since the attacker does not have access to pre-processed im-
ages. Additional details are provided in the supplementary
??.

Methods. We provide the results from TWINS-AT [29]
AutoLoRa [43] as baselines. We proceed to assess six fine-
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Methods
CIFAR10 CIFAR100 Caltech256 CUB200 Dogs Avg

Clean PGD Clean PGD Clean PGD Clean PGD Clean PGD Clean PGD

TWINS-AT [29] 91.24 52.73 70.72 31.08 76.86 48.40 68.09 29.24 64.98 20.58 74.38 36.41
AutoLoRa [43] 86.93 57.16 66.20 35.25 69.85 47.82 62.78 31.07 62.33 25.32 69.62 39.32

RanLI - Full-FT 93.02 59.12 74.36 35.62 77.35 49.13 70.83 31.55 65.85 24.79 76.28 40.04
RanLI - Adapter 90.23 55.70 71.57 34.74 80.24 52.73 59.67 26.73 87.98 42.24 77.94 42.43
RanLI - LoRA 90.02 56.88 71.98 34.83 77.02 50.25 64.74 29.65 84.63 39.24 77.68 42.17
RanLI - Bias 90.25 56.94 71.50 36.72 79.50 52.43 66.69 29.88 87.41 42.75 79.07 43.74
RanLI - VPT 90.24 57.38 72.37 35.60 79.74 53.07 61.94 26.46 86.34 43.10 78.13 43.12
RanLI - Linear 84.16 37.30 67.65 25.46 81.79 54.47 69.88 24.56 91.55 45.45 79.01 37.45

RoLI - Full-FT 94.18 60.85 76.25 37.38 83.78 55.42 74.28 32.03 91.55 45.57 84.01 46.25
RoLI - Adapter 90.31 55.69 71.75 34.33 81.74 54.32 64.20 25.22 92.02 47.12 80.00 43.34
RoLI - LoRA 92.23 58.62 72.87 35.18 81.79 54.50 68.88 26.77 91.20 46.76 81.39 44.37
RoLI - Bias 91.83 58.39 72.17 35.17 81.78 54.49 68.14 25.70 91.52 47.27 81.09 44.20

Table 2. RoLI significantly improves the performance and achieves SOTA across five image classification tasks. Robust Linear
Initialization (RoLI) enhances robustness by 3.88% and clean accuracy by 2.44% on average compared to Random Initialization (RanLI).
Notably, RoLI - Full-FT achieves the best overall performance, with an accuracy of 84.01% and 46.25% robustness.

Methods CIFAR10 CIFAR100 Caltech256 CUB200 Dogs Avg

RanLI - Full-FT 54.9 31.8 62.6 49.7 42.5 48.3
RanLI - Adapter 50.8 29.2 66.7 40.3 68.5 51.1
RanLI - LoRa 53.0 29.0 62.8 44.7 63.3 50.6
RanLI - Bias 52.3 31.0 65.8 46.2 67.3 52.5
RanLI - VPT 52.3 29.7 66.3 40.3 67.3 51.2
RanLI - Linear 26.6 18.4 65.7 40.4 73.5 44.9

RoLI - Full-FT 56.3 32.7 70.4 52.1 73.5 57.0
RoLI - Adapter 51.1 29.1 65.8 40.6 75.2 52.4
RoLI - LoRa 53.9 30.0 65.7 44.6 74.3 53.7
RoLI - Bias 53.9 29.8 65.7 43.5 74.8 53.5

Table 3. RoLI consistently outperforms RanLI under AutoAt-
tack. Note, we use ε = 8/255 attack for CIFAR10, CIFAR100,
and ε = 4/255 for Caltech256, CUB200 and Stanford Dogs.
RoLI shows an average 3.53 AA gain compared with RanLI, and
notably, RoLI - Full-FT surpasses other methods by achieving a
robustness of 57.0 under AutoAttack. The clean accuracy is illus-
trated in Tab. 2.

tuning techniques introduced in Sec. 3.1 with random ini-
tialization. We use Swin Transformer [28] as a backbone
architecture for our experiments, whereas TWINS and Au-
toLoRa use ResNet50 [14]. We apply RoLI to Full-FT,
Bias, Adapter, and LoRa. We initialize the newly intro-
duced modules in Adapter and LoRA with zero to ensure
that they start with robust linear probing without distorting
the robust features preserved in the pretrained model.

Training Details. We use the same optimizer,
AdamW [30], and a cosine scheduler with warm-up
for all finetuning methods. To determine the optimal
learning rate and weight decay values, we conduct a grid
search, and the ranges of hyper-parameters along with the
optimal combinations can be found in the supplementary
??. We keep method-specific hyper-parameters constant
across all datasets. For instance, we set the prompt

Methods ε = 8/255 ε = 4/255

RanLI - Full-FT 20.10 42.50
RanLI - Adapter 36.30 68.50
RanLI - LoRa 32.40 63.30
RanLI - Bias 35.90 67.30
RanLI - VPT 34.40 67.30
RanLI - Linear 30.90 73.50

RoLI - Full-FT 30.90 73.50
RoLI - Adapter 37.00 75.20
RoLI - LoRa 38.40 74.30
RoLI - Bias 38.20 74.80

Table 4. RoLI consistently improves adversarial robustness
even against ε =ε =ε = 8/255 AutoAttack. RanLI - Linear performs
well under ε = 4/255 AutoAttack, but poorly under ε = 8/255
AutoAttack on Stanford Dogs. This discrepancy demonstrates that
adversarial linear probing obtains its robustness mainly from the
pretrained model, whereas other methods obtain robustness mainly
from adversarial finetuning.

length to 10 for the VPT method. To avoid adversarial
overfitting [37], we apply early stopping with the epoch
that has the best performance on the validation set. During
adversarial finetuning, we utilize the PGD-7 attack with
ε = 8/255 and a step size of α = 2/255. When reporting
test accuracy and robustness, we evaluate the models under
a PGD-10 attack with ε = 8/255. Additionally, we report
the performance under AutoAttack (AA), which is an
ensemble attack and provides a more reliable approach to
evaluate the adversarial robustness. We follow the standard
AutoAttack setting, i.e., untargeted APGDCE, targeted
APGD-DLR, targeted FAB [8], and Square Attack [1].

PGD-10 Results. Looking at Random Initialization
(RanLI) in Tab. 2, the same trend holds as in Sec. 5.1: 1)
PEFT methods except linear probing exhibit strong aver-
age results across five different datasets, with Bias achiev-
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Figure 6. Trade-off between speed and robustness. We con-
duct the speed test on Stanford Dogs with random linear initial-
ization (RanLI), logistic regression linear initialization (RegLI),
standard linear initialization (StdLI), and robust linear initializa-
tion (RoLI). RoLI achieves the best performance at the cost of in-
creased training time. Meanwhile, both RegLI and StdLI can im-
prove their performance without incurring substantial time costs.

ing the best performance (79.25% accuracy and 43.58% ro-
bustness). 2) Linear probing achieves the highest robustness
on Caltech256 and Stanford Dogs, although it falls behind
others on the remaining three datasets.

Compared to RandLI, we can observe from Tab. 2 that
RoLI significantly enhances the robustness on Caltech256
and Stanford Dogs for all finetuning methods. In particu-
lar, RoLI - Full-FT achieves a robustness improvement of
6.29% on Caltech256 and 20.78% on Stanford Dogs. On
other datasets where adversarial linear probing with RanLI
does not outperform others, RoLI performs comparable or
even better than RanLI. This strongly supports that a ro-
bust initialization of the linear head is critical in adversar-
ial transfer learning. Lastly, our RoLI - Full-FT achieves
the highest performance across five datasets and sets a new
state-of-the-art benchmark.

AutoAttack Results. We extend our evaluation to Stan-
ford Dogs using ε = 8/255 and ε = 4/255, as illustrated
in Tab. 4. Interestingly, we observe that adversarial linear
probing outperforms other methods under ε = 4/255 at-
tack but underperforms when tested against ε = 8/255 ad-
versarial attacks. We conjecture that the pretrained model
lacks robustness against ε = 8/255 attacks as it is trained
using ε = 4/255 adversarial attacks.

This performance disparity confirms that adversarial lin-
ear probing inherently derives robustness from pretraining,
whereas other methods predominantly achieve robustness
from adversarial finetuning. Notably, RoLI consistently im-
proves adversarial robustness even against ε = 8/255 at-
tacks, further validating the importance of a robust linear
initialization for adversarial transfer learning.

To maintain consistency with the pre-training, we fol-
low the conventional settings [9, 10] to set ε = 8/255 at-
tack for low-resolution datasets (CIFAR10, CIFAR100) and

StdLI - CIFAR-10 Caltech-256
Clean PGD Clean PGD

Full-FT 93.34(-0.84) 59.34(-1.51) 83.23(-0.55) 52.85(-2.57)
Bias 93.34(-0.04) 58.12(-0.27) 82.93(+1.15) 52.93(-1.56)
Adapter 90.08(-0.23) 55.19(-0.50) 82.72(+0.98) 53.01(-1.31)
LoRa 90.71(-1.52) 58.17(-0.45) 82.87(+1.08) 51.47(-3.03)

Table 5. StdLI is less robust than RoLI. The values in parenthe-
ses denote the performance gap (StdLI - RoLI).

ε = 4/255 attack for high-resolution datasets (Caltech256,
CUB200, Stanford Dogs). Tab. 3 demonstrates the robust-
ness under AutoAttack and the clean accuracy is illustrated
in Tab. 2. RoLI exhibits higher robustness over RanLI,
demonstrating an average 3.53 AA gain. Notably, RoLI
- Full-FT achieves a robustness of 57.0, surpassing other
methods.

6. Discussion
Comparison between RoLI and StdLI. Standard Lin-
ear Initialization (StdLI) refers to the use of a simple linear
probing to initialize the head, while RoLI uses adversarial
linear probing. In Tab. 5, we compare the performance of
RoLI and StdLI on CIFAR-10 and Caltech-256. We observe
that StdLI exhibits lower performance compared to RoLI,
with a robustness decrease of 2.48 across three datasets,
highlighting the effectiveness of RoLI.
Robustness vs. Speed. Since robust linear initialization
involves a two-step adversarial training process, it tends
to be considerably slower than adversarial fine-tuning with
random initialization. In this section, we show a trade-off
between robustness and speed by obtaining the initializa-
tion from four different approaches: adversarial linear prob-
ing (RoLI), standard linear probing (StdLI), logistic regres-
sion (RegLI), and randomization (RanLI). From Fig. 6, it’s
evident that both RegLI and StdLI enhance robustness com-
pared to random linear initialization within an acceptable
time cost. In addition, RoLI achieves the highest perfor-
mance but at the expense of slower speed.

7. Conclusion
This paper systematically investigates how to achieve ad-
versarial robustness in downstream tasks. We highlight the
necessity of an adversarially robust pretraining. Given a
robust pretrained model, we propose to use robust linear
initialization (RoLI) followed by adversarial full finetun-
ing or PEFT methods to achieve the best performance. We
demonstrate that RoLI outperforms random linear initial-
ization across five image classification tasks. We hope the
insights from this study greatly advance research aimed at
enhancing adversarial robustness in downstream tasks.
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