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Abstract

Powered by massive curated training data, Segment Any-
thing Model (SAM) has demonstrated its impressive gen-
eralization capabilities in open-world scenarios with the
guidance of prompts. However, the vanilla SAM is class-
agnostic and heavily relies on user-provided prompts to
segment objects of interest. Adapting this method to di-
verse tasks is crucial for accurate target identification and
to avoid suboptimal segmentation results. In this paper,
we propose a novel framework, termed AlignSAM, designed
for automatic prompting for aligning SAM to an open con-
text through reinforcement learning. Anchored by an agent,
AlignSAM enables the generality of the SAM model across
diverse downstream tasks while keeping its parameters
frozen. Specifically, AlignSAM initiates a prompting agent
to iteratively refine segmentation predictions by interacting
with the foundational model. It integrates a reinforcement
learning policy network to provide informative prompts to
the foundational models. Additionally, a semantic recal-
ibration module is introduced to provide fine-grained la-
bels of prompts, enhancing the model’s proficiency in han-
dling tasks encompassing explicit and implicit semantics.
Experiments conducted on various challenging segmenta-
tion tasks among existing foundation models demonstrate
the superiority of the proposed AlignSAM over state-of-the-
art approaches. Project page: https://github.com/
Duojun—Huang/AlignSAM-CVPR2024.

1. Introduction

Compared to traditional computer vision tasks [13, 24, 25,
52, 53], segmentation stands as a fundamental task, play-
ing a pivotal role in visual understanding systems. Accord-
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Figure 1. Conceptual comparisons of our method and previous
approaches. Frozen and learnable parameters are highlighted in

and , respectively. (a) The proposed method. (b)
Text-guided methods [28, 46]. (c) PEFT methods [4, 59]. (d) In-
context learning methods [29, 60]. Observed that the proposed
agent-based auto-prompting effectively grasps vision and linguis-
tic cues, unleashing the potential of the foundation segmentation
model in various contexts, such as saliency detection, shadow de-
tection, blur detection, and glass detection.

ing to different semantic criteria for grouping pixels, vari-
ous downstream segmentation tasks have emerged, such as
saliency detection [34, 50, 64], shadow detection [12, 66],
and glass-like object detection [8, 57]. Although signifi-
cant progress has been achieved, the development of a uni-
fied framework that can accommodate the wide variations
inherent in the formulations of diverse segmentation tasks
continues to pose a challenge.

Recent breakthroughs in Vision Foundation Models
(VFMs) have demonstrated impressive capabilities in zero-
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Figure 2. Segmentation results for CLIP-Surgery [27] using dif-
ferent prompts. (a) and (b) illustrate the prompts of “dog” and
“salient object”, respectively. Observed that vision-language mod-
els excel in processing explicit semantics but often struggle with
implicit semantics.

shot segmentation within open scenarios [16, 48, 49, 68].
Powered by the large-scale high-quality training dataset,
Segment Anything Model (SAM) [16] has demonstrated its
powerful capacity to be generalized into different tasks and
data distributions unseen during training. However, SAM
heavily relies on manual prompts such as bounding boxes
and points to segment objects of interest since it is pre-
trained in a class-agnostic manner. Consequently, achieving
target-aware adaptation of SAM for different tasks plays a
crucial role in bridging the gap between class-agnostic pre-
dictions and industrial needs.

Language-guided segmentation has emerged as a
promising approach to customize SAM for specific down-
stream tasks. By leveraging the cross-modal alignment of
the vision-language model [35], referring segmentation can
be accomplished by accurately depicting the foreground tar-
gets. Nevertheless, there are numerous visual targets that
are difficult to accurately express by textual description.
For example, the salient object detection task requires vi-
sual comparison among different regions within an image,
which poses challenges in aligning it with the text encoder
as evident in Figure 2.

One feasible way to capture contextual information is to
utilize sufficient training samples to fine-tune the founda-
tion models. Owing to the substantial number of parame-
ters in foundation models, conducting full fine-tuning for
adaptation leads to a significant computational burden. Re-
cent advancements have been directed toward developing
Parameter-Efficient Fine-Tuning (PEFT) methods. These
methods integrate adapters [4, 10] or LoRA [11] blocks
while keeping the backbone network frozen, as indicated
in Figure 1(c). They aspire to attain promising performance
comparable to the paradiam of full finetuning. Neverthe-
less, PEFT methods necessitate the calculation of gradients
in the intermediate layers of the backbone network, which
may be inaccessible due to privacy concerns. Furthermore,
these methods remain highly reliant on an abundance of

training data. To achieve sample-efficient adaptation, recent
researches [29, 60] explore in-context learning by leverag-
ing similarity matching to generate point prompts for per-
sonalized adaptation using limited training instances. How-
ever, similarity calculations assume are prone to interfer-
ence, impeding the capture of implicit semantics.

Inspired by the model-free spirit of reinforcement learn-
ing (RL), we introduce a unified framework for adapt-
ing SAM to diversified scenarios while keeping parame-
ters of the backbone network frozen. By formulating auto-
matic prompting as a sequential decision-making process,
an agent is trained to imitate human annotators to recom-
mend prompting positions. The RL framework is built by
an actor branch and a critic branch networks, which collab-
orate to learn the optimal prompting policy to efficiently re-
fine the segmentation outputs. Moreover, a semantic recali-
bration module is additionally introduced to provide reliable
labels for the selected positions. It contributes to delineating
foreground and background areas for downstream tasks of
different types. Concretely, for tasks with explicit semantic,
a cross-modal attention module integrates visual and lin-
guistic information from the context. In tasks with implicit
semantics, a visual-similarity learning branch is presented
to capture implicit contextual concepts.

The contributions can be summarized as follows, with
Figure 1(a) showcasing its conceptual illustration.

* A general approach, termed AlignSAM, is proposed to
optimize the automatic prompting policy for efficiently
adapting foundation model to downstream tasks. By con-
structing universal actions, state and reward signals, it is
able to handle various types of downstream tasks within
a unified framework.

* A semantic recalibration module is introduced to provide
precise prompting labels for adapting the vision founda-
tion model to tasks with explicit and implicit semantics.

» Experiments conducted on various challenging segmenta-
tion tasks among existing foundation models demonstrate
the superiority of the proposed method over state-of-the-
art approaches for efficient adaptation.

2. Related Work

Image segmentation. Different from traditional
tasks [18-23, 62], leveraging richly annotated datasets [5, 6]
and advanced pretrained feature extractors [9, 43, 63], deep
image segmentation has yielded notable results in diverse
applications [26, 31, 32, 54, 61], primarily through the
development of complex network architectures and training
methodologies.  For example, DeepLabV3Plus [3] in
semantic segmentation utilizes a spatial pyramid pooling
structure for multiscale contextual information. In shadow
detection, FDRNet [67] enhances training samples by
adjusting brightness to differentiate between dark non-
shadow and bright shadow areas. Meanwhile, for saliency
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detection, MENet [50] proposes a method for progressively
aggregating and refining features to address accuracy
challenges in cluttered scenes. However, these specialized
methods lack versatility, limiting their transferability to
different segmentation tasks.

Vision foundation models. Leveraging large-scale
datasets such as [38, 39], vision foundation models have
made significant advancements in various tasks of com-
puter vision, encompassing image classification [14, 35],
segmentation [16, 49, 68], and generation [37]. CLIP [35],
trained on massive image-caption pairs, exhibits ro-
bust zero-shot learning capabilities in cross-modal task.
Segment Anything Model [16] introduces a large-scale
segmentation dataset SA-1B and a training framework to
enable prompt-driven segmentation in a zero-shot manner.
Painter [48, 49] integrates multiple segmentation tasks
within an in-context learning framework. Despite their
effectiveness, it remains challenging for these models to
adapt to diversified downstream tasks while preserving
great interpretability as demonstrated in Sec. 1.

Parameter-Efficient Fine-Tuning. Foundation models
inherently possess a massive amount of parameters. There-
fore, directly fine-tuning all of these parameters for each
downstream task results in significant computational costs,
which limits the efficiency of specialized applications. Re-
cent efforts have been made to optimize extra learnable pa-
rameters on a small-scale, rather than those of the backbone
network. Existing approaches for efficient fine-tuning of vi-
sual parameters generally fall into three categories: prompt
tuning [ 15], adapter methods [4, 10, 55], and low-rank adap-
tation (LoRA) [11]. Specifically, VPT [15] injects a small
number of learnable parameters into the Transformer’s in-
put space and keeps the backbone frozen during the fine-
tuning stage. Adapter-based techniques [4, 10, 55], such
as SAM-Adapter [4], integrate tunable modules into pre-
trained large models to suit domain-specific tasks, where
MLP layers are inserted into each transformer block of the
image encoder. Furthermore, LoRA [11] hypothesizes that
the change matrix of weights during adaptation has a low
rank, and therefore only tunes a pair rank decomposition
matrix of the original linear layers weights, while keeping
the pre-trained weights frozen. However, most of these
algorithms heavily rely on sufficient training data during
adaptation and require gradient calculation of the interme-
diate layers of the foundation model, resulting the lack of
sample-efficiency and model-agnostic property.

Reinforcement learning for computer vision. Rein-
forcement learning has been successfully applied to vari-
ous vision scenarios including image classfication [33, 42],
object tracking [30, 58] and semantic segmentation [2, 36].

Notably, RAM [33] formulated attention-based image pro-
cessing as a sequential control problem and integrated re-
inforcement learning and recurrent neural network for ob-
ject recognition task. The reinforced active segmenta-
tion method [2] achieves comparable results with signifi-
cantly less annotated data than other weakly supervised ap-
proaches. Inspired by the model-free sprit of reinforcement
learning, we train a universal agent to efficently prompt the
vision foundation model, constructing a unified framework
that can scale to diversified downstream tasks.

3. Methodology

In this section, we first present a revisit of the Segment Any-
thing Model (SAM) [16] and then introduce the task to be
addressed in this paper. Next, we delve into how to achieve
the pipeline of the proposed framework and introduce the
semantic recalibration module algorithm. Finally, we out-
line the training and evaluation processes employed in our
approach.

3.1. Preliminary

Revisit of Segment Anything Model. The Segment Any-
thing Model (SAM) is proposed as a vision foundation
model for achieving a unified capacity of segmentation. In
this case, given a set of prompts, i.e., foreground and back-
ground points, bounding boxes, or a mask, SAM is capa-
ble of segmenting the prompted target. In detail, the SAM
model is made up of an image encoder £z(-), a prompt en-
coder £p(+) and a mask decoder D r4(+). During model in-
ference, the image encoder and the prompt encoder are first
utilized to encode the given image = and a prompt set P
respectively, which can be formulated as follows:

Fr = &r(x), Pi=Ep(P), (1)

where [} € RP*wX¢ and P, € RF*¢, with k denoting
the amount of prompts. Further, the image feature F; and
prompt embedding P; will be fed into D(-) to generate
the prediction mask M as follows:

M = Dp(Fy, Py). 2)

Overview. In this paper, we present a novel framework
termed AlignSAM for adapting SAM to diversified scenar-
ios while keeping its parameters frozen. First, we formulate
automatic prompting as a sequential decision-making pro-
cess and introduce Target-aware Reinforcement Learning to
construct a unified pipeline to handle tasks with diversified
objects. Specifically, we train a reinforcement agent to im-
itate human annotators to recommend prompting positions,
which executes a series of prompting actions to refine the
segmentation progressively. Moreover, a Semantic Recali-
bration Module is additionally proposed to delineate fore-
ground and background areas, providing precise label for
the selected prompts.
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Figure 3. An overview of the proposed AlignSAM, which consists of a Segment Anything Model (SAM), a vision-language model (CLIP-
Surgery [27]), a reinforcement learning agent, and a semantic recalibration module. The frozen SAM receives the point prompts generated
by the agent and semantic recalibration module, dealing with various downstream scenarios without relying on manual prompting.

3.2. Target-aware Reinforcement Learning

We train a target-aware reinforcement agent to interact with
the environment to maximize the accumulated rewards. The
objective of the agent is to recommend optimal prompting
positions to facilitate progressive refinement of the mask
prediction by the segmentation model. To be specific, dur-
ing each interaction loop, the agent will first select an action
according to current state observation and subsequently re-
ceive a signal of reward from the environment. Here, we
first present how to construct the state space, action space,
and the reward function separately in our RL framework,
and then illustrate the process of model training.

Action space. To construct the action space, a naive ap-
proach is to regard each pixel as a candidate action in the
image. However, it is cost intensive and in-efficient. To
relieve the computation burden while maintaining the local
details of image, we propose to construct action space in the
patch-level rather than pixel-level for each image. Specifi-
cally, we propose to divide each image into different regions
to build the action space for reinforced learning. Given an
inputimage x € RT>*W*C we divide it into image patches
x, € RH'*W'XC_ The candidate action set is the center
points of each patch in an image, which can be formulated
as follows:

A = {(hs, w;)|(hi, w;) = center(z,)}. 3)
Therefore, the action set consists of N = % . % candidate

points in an image. For each image, the goal is to select
the optimal action among the IV candidates at each time-

step, and the process will be terminated after 7' time-steps
in total.

State space. At each timestep, the agent determines
which action to execute based on the current state. In or-
der to facilitate the agent to perform gainful decisions, the
state must encompass comprehensive information about the
environment. Therefore, we combine the visual feature em-
bedding and the iterative prediction to form the state repre-
sentation. For an image sample x at the timestep ¢, the state
representation can be formulated as:

s = Ez(x) - My, “4)

where M;_1 denotes the mask predicted by the mask de-
coder of SAM at last step. The feature extracted by the
image encoder represents the inherent spatial feature of the
sample, while the information derived from the previous
prediction maintains the contextual continuity across the se-
quential dimension. The multiplication operation highlights
the features of regions that are more likely to be recognized
as foreground in the historical iteration round and dimin-
ishes the features of regions that are prone to be classified
as background. In this way, the policy network maps the
state to a probability distribution over the actions, enabling
the optimization of the maximum expected reward in the
full training process.

Reward function. Previous RL-based methods for com-
puter vision tasks, such as [2, 17], defined the reward func-
tion to improve the task performance between iterations.
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Working as a binary segmentation task, the performance
metrics are diversified across segmentation scenarios. To
relieve the burden of hand-crafted function engineering, we
formulate the reward function as the score of querying the
target foreground. At each timestep, if the agent’s action
points to the foreground region, it earns a reward of +1;
otherwise, it incurs a penalty of -1 as feedback.

Training RL model. We employ a widely-used proximal
proxy optimization (PPO) algorithm [40] to instantiate the
RL framework, which consists of an actor network mg and
a critic network Vy. The actor explores and improves its
policy by interacting with the environment by mapping the
state to a probability distribution over all the actions. Mean-
while, the critic is trained in a supervised manner to predict
the state value of the current policy. The actor and critic
work in a cooperative manner to learn the optimal policy.

During the training phase, the RL networks will be
trained by E episodes with each episode containing 7'
prompting steps. At the beginning of each episode, the
prompt set Py for each image is initialized as a pair of posi-
tive and negative prompt points randomly selected from the
sample itself. After the first inference prompted by Py, the
initial state sy can be calculated according to Eq. 4. At each
prompting step ¢, the agent selects an action from the proba-
bility distribution predicted by the actor network, which can
be formulated as follows:

Q¢ ~ Pt(') = We('\St)7 )

where p; represents the probability distribution across the
action space. After action ay is executed, the agent receives
a scalar reward r; from the environment. At each iteration,
the tuple comprising the current state, action, reward, and
next state is stored in a memory buffer. When an episode
is completed, the parameters of my and Vy will be updated
using stochastic gradient descent (SGD) for K epochs. To
form the optimization target, the action value function is
first calculated as follows:

Q(st,ar) =1 +yrep1 + .o + ’YT_tVQ(ST), (6)

where v denotes a discount factor to balance between the
current reward and future expected values. The action value
represents the expected cumulative reward after taking ac-
tion a; under state s;. Furthermore, the advantage function
can formulated as follows:

At = Q(Sta at) - VG(St)v (7)

where Vy(s;) denotes the state value estimated by the critic
network. The advantage function measures the expected
value of taking specific action under a given state over the
average performance. To improve the training stability, im-
portance resampling is utilized during the optimization of

Algorithm 1: Training procedure of the RL model.

Input: Input image x and its ground truth mask y,
SAM’s image encoder £7 (), prompt
encoder Ep(+), mask decoder Doy ()

Output: Optimal parameters of actor network 7y

and critic network Vy

1 fore=1,2,..., E do

2 Py ={ap,an} ~y

3 M():DM((C:I(LC),P())

4 S1 = SI(.%‘) . Mo.

5 fort=1,2,....,T do

6 ag ~ mo(-|st)

7 Pt:Pt_lLJ{at}

8 Mt:DM(gz(l'),Pt)

9 st = Ez(x) - My.

10 ry = +1 if y(a;)=1 else -1

11 /l Compute advantage estimates

12 fort=T,T—1,...,1do

13 L Ap = Q(s¢,a1) — Veo(se)

14 // Update mp and Vy with K epochs

15 fork=1,2,..., K do

16 7T9<—7T9+V7reLact

17 L Vo < Vo — Vy, Leri

policy model. Specifically, the probability ratio vy (t) be-
tween the previous and current actor models is formulated
as follows:

7o (at | st)
mg (ap—1 | St—l).

Vo (t) = ®

With the advantage function denoted by A; at timestep ¢,

the objective function of the actor network is formulated as
follows:

Lact =

I:mZTL(’}/g (t)Ata Cl2p<79 (t)v 1_€a 1+€)At] )
te(1,T]

€))

where clip(yp(t), 1 — €, 1+ €) is a clipping function to con-
strain the value of 7y (¢) to the interval between (—e¢, 1 +¢€),
and e is a hyperparameter to control the magnitude of model
update. Concurrently, the critic network is optimized to
minimize the discrepancy between the estimated and the ac-
tual values. The training objective of the critic network can
be formulated as follows:

Lcri = E
te(1,T)

[(Q(st,a1) = Vo(s1))?]. (10)

The training process of the RL model is summarized in Al-
gorithm 1.
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3.3. Semantic Recalibration Module

After tuning with reward, the reinforcement learning agent
tends to prompt positions of foreground target for the seg-
mentation model. A naive prompting policy is to regard
all the selected points as target foreground. However, it is
unrealistic and overly idealistic due to the limited capacity
of the action space. To generate prompts with reliable la-
bel information, we design a semantic recalibration module
(SRM) to transition the prompting from a coarse-grained
policy to a fine-grained one. This module can generalize
to tasks with explicit and implicit semantics by switchable
branches. Eventually, the SRM output serves as the refer-
ence mask for the selected action to construct the complete
prompt information.

Specifically, to enhance the RL agent’s comprehen-
sion of contextual information, we propose to recalibrate
the state representation by considering both the semantic-
dominated and spatial-dominated aspects of the environ-
ment. Following prior research [27], we adopt an ap-
proach to encode explicit semantic context using the text-
guided attention map derived from the visual-language
model CLIP [35], achieved without requiring additional
training. The attention map, denoted as M, is derived from
the pairwise similarity between the image feature and the
corresponding text feature extracted by the visual-language
model. As for the spatial-dominated state, we employ the
previous probability map predicted by the mask decoder
of SAM to recalibrate the state, as it contains historical
information learned from the visual samples. Finally, the
semantic-dominated and the spatial-dominated states are
formulated as the multiplication between their correspond-
ing attention masks and the inherent feature of the sample,
which can be formulated as follows:

Se =Ez(x)  Meysy = Ex(I) - My—q. 11

Subsequently, the SRM receives states representation as in-
put to predict the prompting mask for each candidate posi-
tion, which can be formulated as:

Yr = K(V(SC,St)), (12)

where K (-) represents the classification head and V' (-, ) is
a semantic switch which chooses the implicit branch or ex-
plicit branch to execute, depending on the type of down-
stream task.

Implicit branch. The implicit branch is designed for seg-
mentation tasks with abstract concept such as saliency de-
tection, where the text feature is unavailable, since the
prompt “salient object” is implicit semantics, as observed
in Figure 2. Concretely, the V (), s;) is utilized in Eq. 12
and formulated as two convolution blocks to extract the tar-
geted spatial feature without noisy attention from the text
feature.

Name Task Branch
CUHK [41] Blur Detection 1
SBU [45] Shadow Detection E
MSD [56] Glass Detection 1
DUTS [47] Saliency Detection 1
PASCAL [6]  Semantic Segmentation E

Table 1. Summary of datasets used in our benchmark. The term
“Branch” refers to the semantic branch allocated for this dataset,
with “I” representing the implicit branch and “E” denoting the ex-
plicit branch.

Explicit branch. The explicit branch is designed for con-
crete object segmentation. Since textual information allows
for a more comprehensive understanding of the concrete
content in the image, we utilize V (s, s;) and formulate it
as three convolution layers to aggregate the two states fol-
lowed by a self-attention layer to capture the relationships
and dependencies between different elements in an image.
Finally, the feature is sent to two convolution layers to con-
duct the mask decoding.

Training objective. The training objective to optimize the
proposed implicit and explicit branches is a combination
of the Dice loss [65] and the binary cross-entropy loss [3],
which are both widely adopted in image segmentation:

Lseg — Ldice(yrv y/) + Lbce(yr7 y/)7 (13)

where 3’ denotes the ground truth mask of such a sample x
downsampled to the same size of y,. During training, the
SRM module is updated over ¢ iterations after the execution
of the action. During evaluation, the prompt set should be
initialized as a positive point and a negative point respec-
tively responsible for the predicted probabilities with the
highest and the lowest scores by the SRM module. During
evaluation, the prompt set will be initialized as a positive
point and a negative point with the highest and the lowest
scores predicted as foreground areas by the SRM module.

4. Experiments
4.1. Experimental Setups

Datasets. We validate AlignSAM in various challenging
benchmark datasets. The detailed dataset partition is shown
in Table 1. For quantitative comparison, we follow the
previously used evaluation metrics in each task, including
mean intersection over union (mloU), mean absolute error
(MAE), balance error rate (BER) [44], F-measure (F3) [1],
and E-measure (E,) [7]. For each segmentation task, we
randomly choose select 50 samples as the training set and
utilize the original testing set for evaluation.

Implementation details. All the experiments are per-
formed on a single NVIDIA A100 GPU with 80 GB mem-
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Blur Shadow Glass Saliency

Method CUHK [41] SBU [45] MSD [56] DUTS [47]

mloU?T Fg1 | mloUT BER] | mloUT Fgt | E4T MAE|
SAMed [59] 55.44 71.68 17.24 42.84 41.35 52.67 | 76.41 0.104
SEEM [68] 60.84 67.45 19.52 48.01 32.35 37.44 | 59.88 0.326
Painter [48] 18.61 27.25 9.31 47.89 8.62 14.85 | 81.06 0.113
PerSAM [60] 55.84 71.59 18.68 49.51 31.18 38.00 | 64.13 0.257
Ours 68.47 76.89 30.78 34.62 45.44 57.28 | 78.21 0.082
Ours-w/o RL 59.75 70.98 25.62 37.57 3341 4691 | 74.19 0.086
Ours-w/o SRM 66.89 73.15 21.29 42.72 31.92 36.76 | 30.52 0.587
Ours-w/o MSI 46.92 67.02 18.65 42.91 35.86 4795 | 68.59 0.134

Table 2. Comparison results with existing SOTA approaches and ablation study results on four different segmentation tasks. The best
performance among all approaches is highlighted in blod. “RL”, “SRM”, “MSI” represent reinforcement learning, semantic recalibration

module, multi-step interaction, respectively.

Method ‘ mloU ‘ Bottle Car Sheep Cat Chair  Dog Person  Sofa Cow  Horse
MSA [51] 47.12 | 3156 41.05 5647 60.65 19.79 5595 3881 3397 6038 61.99
SAMed [59] 51.42 | 36.13 4872 60.59 5846 1622 7148  49.08 47.65 7433 71.72
SEEM [68] 5230 | 3695 4495 6393 8446 19.67 6640 63.87 47.89 7374 74.10
Painter [48] 59.27 | 3533 6193 7729 63.16 2990 5982 4640 5558 7871 7282
PerSAM [60] 53.02 | 36.03 4694 6442 69.39 2228 6725 49.07 36.84 6879 65.56
Ours 62.09 | 48.09 66.13 73.12 8599 31.68 7984 64.72 61.63 7297 7510
Ours-w/o RL 54.06 | 41.69 5628 6930 80.80 26.84 69.16 50.83 4820 62.74 7291
Ours-w/o SRM | 27.73 | 19.78 2742 3033 3929 14.08 29.16 2491 3039 3132 29.02

Table 3. Comparison results with existing SOTA approaches and ablation study results on Pascal-VOC 2012. We report the mean IoU of
all 20 categories and the IoU of 10 randomly selected categories. The best performance among all approaches is highlighted in bold.

ory. We export Adam as the optimizer conducted on all ex-
periments, with a learning rate of 1.0 x 10~%. To construct
the action space, we set both height and width of each image
to 800, and each patch within an image is assigned dimen-
sions of 80 for both height and width. In the training of the
RL agent, the hyperparameters  and € are assigned the val-
ues of 0.99 and 0.20, respectively. Additionally, we set the
episode F to 50 and set the epoch K to 20. Furthermore,
we fix the number of interaction rounds 7" to 15. For the im-
plicit branch, @ is set to 1, wherea for the explicit branch, it
is setto 5.

Baselines. We compare our proposed AlignSAM with
following state-of-the-art (SOTA) approaches based
on foundation models.  Specifically, MSA [51] and
SAMed [59] are parameter-efficient fine-tuning methods
based on adapter [10] and LoRA [11]; Painter [48] and
SEEM [68] are other foundation segmentation models;
PerSAM [60] is an in-context learning variant of SAM.

4.2. Results

Quantitative results. Table 2 showcases the compara-
tive performance of the proposed AlignSAM and other
SOTA efficient tuning methods on four distinct segmenta-
tion tasks: blur detection, shadow detection, glass detec-
tion, and salient object detection. Notably, AlignSAM out-
performs other SOTA methods in the majority of reported

GT Painter  PerSAM Ours

Figure 4. Qualitative comparisons between our and other methods.
(a) Blur detection. (b) Shadow detection. (c) Glass detection. (d)
Semantic segmentation.

benchmarks across various evaluation metrics.

To verify the effectiveness of our method in explict tasks,
we further illustrate the comparison results for 20 classes
on the Pascal-VOC dataset as shown in Table 3. Notably,
AlignSAM exhibits superior performance across almost all
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Blur Shadow Glass Saliency Semantic
mloU mloU  mloU Ey mloU

Implicit Branch | 68.47 1940 4544  78.21 46.03
Explicit Branch | 47.98  30.78  25.72 69.31 62.09

Table 4. Ablation study results of different branches on SAM.
Concerning the explicit branch, the text prompts for segmentation
tasks are arranged from left to right as follows: “defocus back-

ground”, “shadow”, “glass”, “salient objects” and the category
names (such as bottle, car) respectively.

T | 1 5 10 15 20

Bottle | 32.59 40.74 4642 48.09 48.70
Car 4255 60.15 6504 66.13 66.54
Sheep | 54.69 67.52 71.16 73.12 74.00
Cat 7459 8137 83.86 8599 86.13

Table 5. Ablation study results w.r.t. iterative numbers.

the scenarios, achieving comparable results to the best-
performing competitor for only a few categories.

Qualitative results. The comparisons of qualitative re-
sults between ours and previous SOTA algorithms on var-
ious segmentation tasks are shown in Figure 4. It can be
observed that our AlignSAM is able to handle diverse chal-
lenging scenarios and produce more accurate results.

4.3. Ablation Study

Effect of each individual component. Table 2 presents
a detailed abalation result of each component of Align-
SAM, showecasing their individual efficacy. For example,
for the blur detection task, the removal of reinforcement
learning, relying solely on random action selection, re-
sulted in an 8.72% reduction in mloU. Additionally, exclud-
ing the semantic recalibration module caused a 1.58% de-
crease in mloU, underscoring its role in generating precise
point prompt labels. Notably, there is a significant 21.55%
decrease in mloU when SAM failed to engage in multi-
step interaction during inference, emphasizing the pivotal
contribution of iterative progress. The multi-step iterative
point prompt selection significantly improves mask accu-
racy compared to using single point prompt. Furthermore,
the ablation experiments conducted on Pascal-VOC also
validate the effect of AlignSAM as illustrated in Table 3.

Effect of semantic switch. We also examine performance
differences between the implicit and explicit branches in
the semantic switch in Table 4. Abstract concept segmen-
tation, such as saliency detection, shows superior perfor-
mance when utilizing image state features only. This is
due to the implicit semantic acquired from the text model
is unreliable and can be detrimental to visual state features.
Conversely, in concrete object segmentation, such as se-
mantic segmentation, the utilization of leveraging hybrid

Figure 5. Several examples to illustrate the iterative point selec-
tion and the corresponding segmentation results. The sequence
progresses from left to right, showing a gradual increase in the
number of point prompts.

vision-language features achieves better performance. The
text prompt containing the category name provides valuable
guidance for segmentation.

Effect of multi-step iterative point selection. We visual-
ize the selection of iterative point prompts and report their
corresponding segmentation results in Figure 5. In simple
object segmentation scenarios (row 1), the model demon-
strates effectiveness with only a few point prompts and
more prompt points can lead to improved accuracy in the
boundary of objects. However, in scenarios involving mul-
tiple objects, it requires more point prompts to segment the
complete foreground areas (row 2). This limitation is also
evident in low-level segmentation tasks, such as defocus
blur detection (row 3). Feeding the foundation model with
an adequate number of precise point prompts can signifi-
cantly enhance the segmentation precision. Table 5 further
substantiates these observations, confirming the benefits of
the multi-step iterative point selection process.

5. Conclusion

In this paper, we propose a novel framework for automatic
prompting to align SAM to open context via reinforcement
learning. This unveiling of the SAM unleashes its potential
across diverse downstream tasks while maintaining its
adaptability intact. Initially, we devise a reinforcement
learning agent to discern informative points for prompt-
ing. Subsequently, a semantic recalibration module is
introduced to ensure the precise binary classification of
the selected prompts. The RL agent and the recalibration
module flexibly explore visual and linguistic knowledge to
address the implicit and explicit semantics tasks in a unified
framework. Extensive experiments conducted on diverse
benchmarks confirm the efficacy of the proposed method.
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