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Abstract

3D generation has raised great attention in recent years.
With the success of text-to-image diffusion models, the 2D-
lifting technique becomes a promising route to control-
lable 3D generation. However, these methods tend to
present inconsistent geometry, which is also known as the
Janus problem. We observe that the problem is caused
mainly by two aspects, i.e., viewpoint bias in 2D diffu-
sion models and overfitting of the optimization objective.
To address it, we propose a two-stage 2D-lifting frame-
work, namely DreamControl, which optimizes coarse NeRF
scenes as 3D self-prior and then generates fine-grained
objects with control-based score distillation. Specifically,
adaptive viewpoint sampling and boundary integrity metric
are proposed to ensure the consistency of generated priors.
The priors are then regarded as input conditions to main-
tain reasonable geometries, in which conditional LoRA and
weighted score are further proposed to optimize detailed
textures. DreamControl can generate high-quality 3D con-
tent in terms of both geometry consistency and texture fi-
delity. Moreover, our control-based optimization guidance
is applicable to more downstream tasks, including user-
guided generation and 3D animation. The project page is
available at https://github.com/tyhuang0428/
DreamControl.

1. Introduction
Digital 3D content plays a crucial role in various fields,
including medicine, education, entertainment, etc. Gen-
erating 3D content in an automatic system is thus rais-
ing more and more attention. Recently, with the success
of score distillation sampling [26] (SDS), 2D-lifting tech-
nique [2, 16, 20, 26, 33] becomes a promising route to
3D generation, where the pre-trained 2D diffusion mod-
els [24, 27, 29] are utilized to optimize 3D representations.
Compared with methods [5, 10, 12, 23, 34] that are super-
vised with 3D assets, 2D-lifting technique is capable of gen-
erating high-fidelity 3D textures in open-world scenarios.

Nonetheless, the results generated by 2D-lifting meth-
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Figure 1. Main causes of inconsistent 3D generation. Images sam-
pled by 2D diffusion models are biased in viewpoint distribution.
The generation confidence decreases as the viewpoint turns from
front to back. 3D representations are thus gradually overfitted to
the highest probability image during the optimization, generating
artifacts as shown in red b-boxes.

ods tend to present inconsistent 3D geometry, e.g., multi-
face, also known as the Janus problem. Some recent
works [14, 17–19, 31, 41] attribute this problem primarily
to the lack of view awareness in 2D diffusion models. They
propose to incorporate 3D prior knowledge into 2D diffu-
sion models, thus learning to perceive view-dependent con-
ditions. Albeit the improvement of geometry consistency,
it compromises texture fidelity and fine-grained details, as
the used 3D contents are mostly created manually in a car-
toonish style. Moreover, the limited scale of available 3D
assets affects the generalizability of these methods, making
it challenging to acquire a comprehensive 3D prior.

Rethinking the optimization target of SDS, i.e., creating
3D models that look like good images when rendered from
random angles, we observe that the causes of 3D inconsis-
tency can be further divided into two terms: (1) viewpoint
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Figure 2. DreamControl can generate diverse 3D content with high-consistency geometries and high-fidelity textures. Beyond text-to-3D
generation, our control-based guidance is applicable to controllable generation tasks, including user-guided generation and 3D animation.

bias in 2D diffusion models; (2) overfitting of the optimiza-
tion objective. Take neural radiance fields [21] (NeRF) in
SDS as an example: Points in NeRF scenes are supervised
by the casting rays from uniformly sampled viewpoints,
while the viewpoint distribution of 2D diffusion models is
biased, as shown in Figure 1. Under the optimization of
SDS, all the rendered images may overfit to the highest-
probability image generated by the diffusion model. In

other words, all the views of the 3D model look similar to
one specific image, giving rise to the Janus problem.

Based on this observation, we aim to leverage the 3D
representation before overfitting as a self-generated 3D
prior, namely 3D self-prior. Accordingly, we propose
DreamControl, a two-stage 2D-lifting framework that main-
tains self-priors by control-based distillation. Specifically,
we optimize coarse NeRF scenes as 3D self-prior and then
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generate fine-grained objects with prior-based control. In
the first stage, we adopt SDS to construct a coarse shape that
keeps good geometry consistency. For alleviating possible
3D artifacts, an adaptive viewpoint sampling is proposed to
adjust the viewpoint distribution of diffusion models, and
a boundary integrity metric is proposed to avoid the over-
fitting of optimization. In the second stage, we regard the
3D prior as a conditional input and deploy ControlNet [39]
to supervise the generation, thus obtaining a detailed tex-
ture while maintaining the geometry of the prior. Consid-
ering the diversity of ControlNet can be easily constrained
by fixed conditions, we propose control-based score distil-
lation, in which a conditional LoRA and a weighted score
are presented to stabilize the optimization process.

Extensive experiments on text-to-3D generation demon-
strate that DreamControl can obtain high-quality 3D con-
tent regarding geometry consistency and texture fidelity.
Benefiting from the control-based guidance, our framework
can be further applied to more downstream tasks, including
user-guided generation and 3D animation.

Our contributions can be summarized as:
• We propose to optimize NeRF as 3D self-prior, where

adaptive viewpoint sampling and boundary integrity met-
ric are suggested to alleviate inconsistent generation.

• We propose a control-based score distillation to main-
tain geometries in self-prior, where conditional LoRA and
weighted score are presented to stabilize the optimization.

• Our two-stage framework, namely DreamControl, can
generate high-quality 3D content in text-to-3D genera-
tion, and the control-based guidance can be further ap-
plicable to more downstream tasks.

2. Related Work
Text-to-3D Generation. Text-to-3D generation has wit-
nessed rapid progress in recent years, in which methods can
generally be split into two categories, i.e., 3D supervised
and 2D lifting. 3D supervised methods [5, 10, 12, 23, 34,
37] train generators with text-3D data. Albeit the efficiency
to generate solid 3D content, these methods lack general-
izability due to the limited scale of available 3D data. In
contrast, 2D lifting methods [2, 16, 20, 26, 33] take advan-
tage of 2D diffusion models, distilling 3D representations to
2D priors. Although presenting photorealistic generation,
these methods can easily fall into 3D inconsistency issues,
also known as the famous Janus problem. To address the
problem, recent works [14, 17–19, 31, 41] attempt to incor-
porate 3D prior into 2D diffusion models. Since the prior is
trained with limited 3D data, these methods still suffer from
the lack of generalizability. Moreover, their generation may
lose high-fidelity texture due to the cartoonish style of 3D
data. In this work, we propose to optimize a coarse NeRF
representation as a training-free 3D prior, enhancing gener-
ation consistency while keeping texture fidelity.

Controllable Generation. Text input is a flexible control
in 3D tasks [9], while other conditions like image [28, 35],
video [3, 40], and 3D sketch [20] are also available for guid-
ing generation. ControlNet [39] supports text-to-image syn-
thesis with additional conditions, e.g., edge, normal, etc. It
allows 3D generators to create 3D content with the guid-
ance of 2D sketch [4], depth [38], and even video [30]. In
this work, we use 2D conditions to maintain geometry con-
sistency, which are rendered from our 3D prior.

3. Preliminaries
NeRF [21] (Neural Radiance Fields) is a widely-used
3D representation, which combines neural networks with
graphical principles. A multilayer perceptron (MLP) θ is
trained to predict the color RGB and density σ of sampling
points in the 3D space, supervised by the total squared error
between the rendered and ground-truth pixel colors. Given
a camera pose c, images x are rendered by the density sum-
mation of colored points. We represent the rendering pro-
cess as x = g(θ, c), in which g denotes the renderer.
SDS [26] (Score Distillation Sampling) distills the parame-
ters of 3D representation NeRF (θ) to a pre-trained 2D dif-
fusion models (ϕ). Given a text prompt y, it optimizes the
rendered image xt with the predicted noise in the timestep
t. The gradient can be formulated as,

∇θLSDS(θ) = Et,ϵ

[
ω(t) (ϵ̂ϕ(xt, t, y)− ϵ)

∂x

∂θ

]
, (1)

where ϵ̂ϕ is the noise predicted by ϕ.
VSD [33] (Variational Score Distillation) supposes the cor-
responding 3D scene given a textual prompt as a distribution
range, rather than a single point as in SDS, significantly im-
proving quality and diversity of 3D generation. It proposes
a particle-based update strategy via the Wasserstein gradient
flow to optimize a 3D distribution,

Et,ϵ

[
ω(t) (ϵ̂ϕ(xt, t, y)− ϵ̂θ(xt, t, c, y))

∂x

∂θ

]
, (2)

where ϵ̂θ(xt, t, c, y) is the noise predicted by rendered im-
ages. In practice, it can be regarded as LoRA [8] (Low-
Rank Adaption) conditioned with camera poses c, which is
supervised by a standard diffusion loss as,

Et∼U(0,1),ϵ∼N (0,I)
[
∥ϵ̂θ(αtxt + σtϵ, t, c, y)− ϵ∥22

]
. (3)

Nonetheless, neither SDS nor VSD considers 3D consis-
tency issues. Their optimization objectives may force NeRF
to present a “most-likely” diffusion-generated image in any
camera view, resulting in the Janus problem.

4. DreamControl
In this section, we introduce a two-stage 2D-lifting frame-
work, DreamControl. As shown in Figure 3, we first gener-
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ate a coarse NeRF with SDS, which is regarded as a 3D self-
prior (Section 4.1). Then, we propose a control-based score
distillation, generating high-quality texture while maintain-
ing the geometry from previous priors (Section 4.2).

4.1. 3D Self-Prior Generation

In SDS optimization, the gradient direction is towards min-
imizing the distribution gap between rendered images in
NeRF and generated images by 2D diffusion models,

min
θ∈Θ

LSDS(θ) ⇐⇒ min
θ∈Θ

DKL(q
θ
t (xt|y, c)||pt(xt|y, c)),

(4)
where qθt and pt the distribution probability of the NeRF
scene θ and a pre-trained 2D diffusion model, respectively.
However, there exists a viewpoint bias in the 2D model,
which means it may not be able to acquire an accurate
distribution pt(xt|y, c) for a given camera pose c. When
overfitting to the biased distribution pt, optimization tar-
get in Eq. (4) can degenerate to DKL(q

θ
t (xt|y)||pt(xt|y, c̃)),

where c̃ is the most frequent viewpoint. As a result, gener-
ated results may look similar in any camera view, giving
rise to the Janus problem.

In this optimization process, two crucial aspects are the
main cause of the problem, i.e., viewpoint bias and overfit-
ted distribution. Accordingly, an adaptive viewpoint sam-
pling and a boundary integrity metric are proposed in the
following to alleviate potential inconsistent generation.
Adaptive Viewpoint Sampling. 2D diffusion models in-
herit viewpoint bias from the Internet training data, e.g.,
they tend to generate a person’s front face rather than its
back. To obtain a satisfied image, previous works [1, 26] at-
tach view-dependent information to text prompts like “front
view”, but 2D networks cannot explicitly encode these view
prompts. Some recent works [14, 17–19, 31, 41] attempt to
train a view-aware generative model with 3D data. How-
ever, texture fidelity and content generalizability are limited
by available 3D training data.

Considering incorporating 2D diffusion models with 3D
information is challenging, we present a solution with a
new perspective, i.e., aligning 3D camera sampling with
the viewpoint distribution of 2D diffusion. Specifically, we
modify the camera pose sampling p(c) in SDS to fit the dis-
tribution in 2D. Given a text prompt “∗”, we make three
view-dependent prompts, i.e., “∗, front view” (y1), “∗, side
view” (y2), and “∗, back view” (y3), and then take them to
generate corresponding 2D images ϕ(yi, t) with the diffu-
sion model ϕ in time step t. Thus, the expected probability
distribution of each view range p∗ can be calculated as,

p∗ = softmax([s1, s2, s3]), si =
1

|T |
∑
t∈T

sCLIP(yi, ϕ(yi, t)),

(5)
where T is a set of timesteps. sCLIP denotes the CLIP sim-
ilarity between text and image. In each view range, the

viewpoint probability p∗(c) follows a uniform distribution.
In this way, we have a NeRF representation qθt (xt|y) =∫
qθt (xt|y, c)p∗(c)dc, which can get closer to pt(xt|y) in

terms of camera pose c.
Boundary Integrity Metric. Albeit NeRF is modeled
based on graphical principles, its reconstruction result
highly depends on the quality of training data. Each ground-
truth image and its own camera pose are both required,
so that the prediction of color and density can be super-
vised by casting rays r. However, it is difficult to in-
struct a 2D generative model to generate images that accu-
rately match viewpoints. Even though our sampling strat-
egy can alleviate the effects of viewpoint bias, 3D artifacts
are still unavoidable in the overfitting circumstance. Pre-
vious works [2, 16, 20, 26, 33] hardly considered to check
the occurrence of overfit automatically. In practice, they
usually optimize 3D representations for a fixed number of
iterations or manually terminate the optimization.

In this work, we propose a geometric terminated metric
to avoid the possible overfit. Specifically, we observe that
NeRF generally can form a solid object without overfitting
when the density between foreground and background starts
to show a clear boundary. Thus, we can detect the situation
by calculating the difference between the density σ of all
valid pixels and boundary pixels, i.e.,

∆r =
1

|Rv|
∑
r∈Rv

σ(r)− 1

|Rb|
∑
r∈Rb

σ(r), (6)

where Rv and Rb are the set of valid rays and boundary
rays. And we terminate the optimization process when ∆r

falls below our threshold δr.
With the adaptive viewpoint sampling and boundary in-

tegrity metric, a coarse shape θ̂ that keeps a reasonable ge-
ometry can be generated based on NeRF. We regard it as a
3D self-prior for the following control-based generation.

4.2. Control-Based Score Distillation

The 3D prior θ̂ cannot capture fine-grained texture in
a short optimization period. Previous multi-stage meth-
ods [2, 16, 33] continually optimize the generation based on
coarse shape, which contradicts our intention of early ter-
mination in Section 4.1 and may still lead to overfitting. To
generate high-quality texture while maintaining a reason-
able geometry, we propose to treat θ̂ as a conditional input
and adopt ControlNet [39] as the optimization guidance.

Specifically, for one optimization step, we render an
RGB image x from θ and a conditional image x̂ from θ̂
in the same camera pose. Then, ControlNet can supervise
the generation by the predicted noise ϵ̂ϕ(xt, t, x̂t, y) ac-
cording to Eq. (1), which is demonstrated effective in pre-
vious works [30, 38]. However, these methods generally
require high-quality conditions for the generation in Con-
trolNet, e.g., depth maps or DSLR photos. Strong condi-
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Figure 3. Overview of DreamControl. In the first stage, a coarse NeRF is optimized as a 3D self-prior θ̂, in which an adaptive viewpoint
sampling p∗ and a boundary integrity metric ∆r are proposed to alleviate inconsistent generation. The prior θ̂ is then sent to the second
stage as an input edge condition x̂t, in which a control-based score distillation can generate fine-grained textures and maintain geometries
in the prior. A Conditional LoRA and a weighted score are further proposed to stabilize the optimization process.

tions such as depth may restrict the diversity of generated
content. Meanwhile, our 3D prior θ̂ can only exhibit poor
texture information, making it hard to extract photo-realistic
images for generative control.

As for the issue of diversity, we take VSD [33] into con-
sideration, which expands the generation range of a given
prompt. Since photo-realistic images are not available from
our 3D priors, we use the boundary mask from θ̂ as the con-
dition x̂, further weakening the control restriction. How-
ever, simply replacing the pre-trained diffusion model with
ControlNet doesn’t work well, as the pre-trained term ϵ̂ϕ
and the LoRA term ϵ̂θ vary a lot, making it hard for the
convergence of Eq. (3). To stabilize the optimization, we
propose a conditional LoRA and a weighted score.
Conditional LoRA. In VSD, a LoRA is adopted to predict
the noise of current NeRF scene ϵ̂θ(xt, t, c, y), in which a
camera pose c is additionally embedded. We are concerned
that camera pose is a high-level semantic concept, which is
hard to tokenize and imbibe through LoRA. The LoRA term
ϵ̂θ may predict a noise unrelated to c, enlarging the gap with
the pre-trained term ϵ̂ϕ. Instead, we replace camera pose c
with the normal map xn

t rendered by itself. Accordingly, a
lightweight control LoRA is adopted to predict noise con-
ditioned by xn

t . The training objective is similar to Eq. (3).
Weighted Score. The prediction of the LoRA term ϵ̂θ in
the early stage lacks practical significance, as NeRF has not
yet generated meaningful objects. To mitigate the possible
disruption caused by LoRA at those early steps, we propose
to incorporate a coefficient λ into its loss term, which is
changed along with training steps. Specifically, we rewrite
ϵ̂ϕ(xt, t, y)− ϵ̂θ(xt, t, c, y) in Eq. (2) as two terms,

(ϵ̂ϕ(xt, t, x̂t, y)− ϵ)− λ(ϵ̂θ(xt, t,x
n
t , y)− ϵ). (7)

When λ = 0, the loss function degenerates to SDS format,
which can be regarded as a special case of VSD. We gradu-
ally increase λ as the training step increases.

Following the training strategy of ProlificDreamer [33],
we alternately update the gradient of Eq. (2) and Eq. (3).

4.3. Implementation Details

We implement DreamControl based on threestudio [6]. In
the first stage, we adopt DeepFloyd [32] guidance in the
SDS optimization. In the second stage, we use the scrib-
ble version of ControlNet [39] v1.1 as the pre-trained term
and the stable diffusion [27] v1.5 injected with Contraol-
LoRA [7] as the LoRA term. 3D prior is the rendered
density mask from the NeRF result in the first stage, fur-
ther processed by HEDdetector [36] implemented in Con-
trolNet. The LoRA condition is the rendered normal map
from the current NeRF. The classifier-free guidance scale
(CFG) is set as 7.5 and 1.0 in pre-trained and LoRA terms,
respectively. We increase the loss coefficient λ from 0.5 to
0.75 linearly in the first 5,000 iterations. Please refer to the
Suppl. for more details.

5. Experiments
In this section, extensive experiments are conducted to eval-
uate the generation quality of our proposed method Dream-
Control. We first show our text-to-3D generation results in
Section 5.1, in which several state-of-the-art methods are
compared in terms of geometry consistency and texture fi-
delity. In Section 5.2, we present controllable 3D generation
tasks with our control-based optimization guidance, includ-
ing user-guided generation and 3D animation. Finally, we
conduct ablation studies in Section 5.3, demonstrating the
effectiveness of our newly proposed designs.
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Figure 4. Qualitative results. Compared with other methods, DreamControl enjoys high-consistency geometry and high-fidelity texture.

5.1. Text-to-3D Generation

We compare DreamControl with five 3D generation meth-
ods: (1) DreamFusion [26], the early work in 2D-lifting
methods, (2) Magic3D [16], the first two-stage optimization
method, (3) ProlificDreamer [33], a high-fidelity optimiza-
tion method, (4) Zero-1-to-3 [17], a view-conditional diffu-
sion model, and (5) MVDream [31], a multi-view diffusion
model. Since most of these methods haven’t released of-
ficial implementation, we use the reproduction in threestu-
dio [6]. Note that the reproduction can be different from

the original implementation. For example, DreamFusion
adopts an unreleased diffusion model Imagen [29], which
is replaced with DeepFloyd [32] in our comparison. We
provide quantitative and qualitative results in the following.

Quantitative Results. We select 30 text prompts from the
galleries of DreamFusion, Magic3D, and ProlificDreamer
for quantitative experiments. To evaluate the consistency
of 3D geometries, we count the number of inconsistent 3D
content generated in each method, regarded as the occur-
rence rate of the Janus problem (JR). To evaluate the fidelity
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Table 1. Quantitative results. DreamControl surpasses the com-
peting methods in all the evaluation metrics.

Method JR(%)↓ PS(%)↑ CS(%)↑
DreamFusion-IF [26] 36.67 10.01 26.36
Magic3D [16] 53.33 16.13 26.59
ProlificDreamer [33] 56.67 20.81 26.69
Zero-1-to-3 [17] 16.67 7.89 21.25
MVDream [31] 10.00 17.70 26.17
DreamControl (ours) 10.00 27.46 28.14

Input Condition Latent-NeRF Fantasia3D Ours

“A teddy bear in a tuxedo”

“A male deer with antlers”

Ours(Normal)

Figure 5. User-guided generation. DreamControl is flexible to
loose input conditions, generating fine-grained content with a 3D
sketch or even a coarse layout.

Woody - making a high jump

a horse - galloping

Figure 6. 3D Animation. DreamControl can generate 3D content
conditioned by a template skeleton, which is naturally bound with
the skeleton after generation.

of textures, we render multi-view images and introduce
PickScore (PS) [13] for comparison, which is an aesthetic
metric used to measure the quality of 2D content. Moreover,
we adopt CLIP-Score (CS), verifying the text consistency of
generation. See the Suppl. for the details of evaluation met-
rics. As shown in Table 1, our DreamControl outperforms
other methods in all the metrics. The first three methods
face a serious Janus problem. JR grows as PS increases,
which indicates that the overfitting of optimization could
exacerbate 3D inconsistency. Zero-1-to-3 and MVDream
incorporate 3D prior knowledge into 2D diffusion, capable
of generating high-consistent geometries. However, they
suffer from low-quality texture and text-irrelevant genera-
tion, according to PickScore and CLIP-Score. We have ana-
lyzed that 3D training data tend to exhibit a cartoonish style
and lack generalizability due to the limited scale. The re-
sults further demonstrate this point. In comparison, Dream-
Control adopts a coarse NeRF as a 3D self-prior, enjoying
high-quality 3D generation in both geometry and texture, as
well as the consistency of text input.

Qualitative Results. To compare the generation results
qualitatively, we select two classic text prompts from quan-
titative experiments and show the corresponding multi-view
rendered images in Figure 4. Textures in DreamFusion-IF
are over-smoothed. The rabbit’s ears are still red in the
back view, implying the risk of the multi-face issue. Yet
DreamFusion basically generates reasonable geometries,
demonstrating our assumption that NeRF can be used as a
self-generated 3D prior. The two-stage method Magic3D
presents more detailed textures but 3D inconsistent prob-
lems emerge, e.g., two beaks in the generated jay and three
ears in the generated rabbit. ProlificDreamer can generate
high-fidelity textures, while the Janus problem still exists.
In particular, the other face is generated in the back view of
the rabbit. Zero-1-to-3 and MVDream create highly consis-
tent geometries. However, the generated textures are quite
rough, e.g., the macarons and pancakes. Moreover, MV-
Dream generates an unrelated rainbow in the first prompt,
which means 3D prior is not general enough to handle de-
tailed text descriptions. In contrast, our DreamControl can
generate 3D content with high-consistency geometries and
high-fidelity textures. The visualization is consistent with
quantitative results.

5.2. Controllable 3D Generation

Thanks to our control-based optimization guidance, Dream-
Control can also be applied to controllable 3D generation
tasks. We present user-guided generation in Figure 5 and
3D animation in Figure 6.
User-Guided Generation. User-guided generation is to
create 3D content based on a text prompt, as well as a spatial
sketch. Compared with previous works Latent-NeRF [20]
and Fantasia3D [2], our method is flexible to looser input
conditions. In the first row of Figure 5, we use a simple
animal shape as a template, successfully generating a male
deer with antlers. Latent-NeRF adopts a sketch loss to min-
imize the geometric distance between generation and the
input condition. Compared with it, our result is much more
detailed in textures. Fantasia3D initializes the 3D repre-
sentation with input conditions and then gradually refines
an expected geometry. However, it fails to attach antlers to
the animal body, generating a weird deer head instead. In
the second row, we present the generation task based on a
harder condition, i.e., multi-view images. We use a clas-
sic multi-view image set in DTU MVS dataset [11] and re-
construct a coarse layout with [22]. Conditioned on that
coarse shape, our method can generate a teddy bear in a
fine-grained tuxedo, while the other two create teddy bears
with multiple faces and legs. The results exhibit the effec-
tiveness of our guidance on flexible conditions.
3D Animation. To animate a 3D object, the common prac-
tice is to bind the object with a template skeleton, also
known as rigging, which is a time-consuming work that de-
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Figure 7. Ablation study on viewpoint sampling and termination
metric. Our optimization can avoid the generation of extra legs.
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Figure 8. Ablation study on conditional LoRA. (a) is the LoRA
sampling result in the front view. (b) and (c) are 3D genera-
tion results in the front view and the back view. Our conditional
LoRA can precisely present the current representation from a cor-
rect viewpoint, improving the generation quality.

Variational Score Fused Score

3,000 Iter 4,000 Iter 5,000 Iter 3,000 Iter 4,000 Iter 5,000 Iter

Figure 9. Ablation study on fused score distillation. Compared
with VSD loss, our loss stabilizes the generation in the early stage.

mands related technical expertise. As a result, 3D animation
is an expensive production currently. Instead, our method
can generate 3D objects conditioned by a given skeleton,
which can be directly bound with the skeleton after gen-
eration. Different from previous works TADA [15] that is
based on a human-template SMPL-X [25], DreamControl
can adapt to all kinds of templates like animal, machine,
etc. As shown in Figure 6, we can easily animate the gener-
ated Woody and horse.

5.3. Ablation Studies

To further verify the effectiveness of our components, we
take the generation of a corgi as an example, comparing
results with or without our designs in Figures 7, 8, and 9.
Viewpoint Sampling and Optimization Termination. We
compare our adaptive viewpoint sampling with uniform
sampling in Figure 7. In the uniform sampling, the corgi’s
extra legs grow up evenly with normal legs, making it hard
to find an appropriate timestep for terminating the optimiza-
tion. Differently, the extra legs do not appear until 1,000 it-
erations with our sampling strategy. However, the multi-leg
issue still exists, indicating that termination is necessary.

3D prior edge 3D result

front view

2D sampling edge 3D result

back view

2D sampling

front view

back view

3D prior

(a) (b)

Figure 10. Failure case. (a) When edge conditions from different
views are similar, ControlNet may fail to provide correct guidance.
(b) A possible solution is to add more details in one side.

Conditional LoRA. We compare our conditional LoRA
with ProlificDreamer’s original LoRA in Figure 8. (a) is the
sampling result of LoRA in the front view. With a camera
pose c, the original LoRA can hardly generate 2D content
in an accurate viewpoint. In contrast, our conditional LoRA
successfully learns the current scene with a normal map n.
Due to the estimation bias of the original LoRA, the gener-
ated corgi is incompatible with ours. Especially in the back
view, its ears are colored pink, and its body and bottom are
disproportionately scaled.
Fused Score. We compare our fused score with the vari-
ational score of VSD in Figure 9. VSD optimization for-
mulates a clear outline of a corgi after 3,000 iterations,
which seems a stronger supervision than ours. However,
the corgi contains too much noise, especially near the gen-
eration boundary. By restricting LoRA in the early stage,
our optimization is much more stable than VSD.

6. Conclusion
In this work, we present a two-stage framework Dream-
Control to improve the geometry consistency of 3D gen-
eration. By optimizing coarse NeRF, our method is able
to obtain 3D self-prior for the following generation. A
control-based score distillation is further proposed, generat-
ing fine-grained texture while maintaining the prior geome-
try. DreamControl can create high-quality 3D content with
high-consistency geometries and high-fidelity textures. The
control-based guidance can also be applied to controllable
tasks including user-guided generation and 3D animation.
Limitation. Although DreamControl maintains the geome-
try consistency with prior-conditional guidance, it may fail
in some extreme cases where priors look similar in different
views. For example, the left prior in Figure 10 looks exactly
the same in opposite views, and ControlNet thus provides
incorrect guidance in back views, leading to multi-face gen-
eration. Fortunately, this problem is avoidable by enlarging
the view differences, e.g., adding more details to the front
view of 3D priors like the right prior in Figure 10.
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