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Abstract

Compared with transferable untargeted attacks, trans-
ferable targeted adversarial attacks could specify the mis-
classification categories of adversarial samples, posing a
greater threat to security-critical tasks. In the meanwhile,
3D adversarial samples, due to their potential of multi-
view robustness, can more comprehensively identify weak-
nesses in existing deep learning systems, possessing great
application value. However, the field of transferable tar-
geted 3D adversarial attacks remains vacant. The goal
of this work is to develop a more effective technique that
could generate transferable targeted 3D adversarial exam-
ples, filling the gap in this field. To achieve this goal, we
design a novel framework named TT3D that could rapidly
reconstruct from few multi-view images into Transferable
Targeted 3D textured meshes. While existing mesh-based
texture optimization methods compute gradients in the high-
dimensional mesh space and easily fall into local optima,
leading to unsatisfactory transferability and distinct dis-
tortions, TT3D innovatively performs dual optimization to-
wards both feature grid and Multi-layer Perceptron (MLP)
parameters in the grid-based NeRF space, which signif-
icantly enhances black-box transferability while enjoying
naturalness. Experimental results show that TT3D not only
exhibits superior cross-model transferability but also main-
tains considerable adaptability across different renders and
vision tasks. More importantly, we produce 3D adversarial
examples with 3D printing techniques in the real world and
verify their robust performance under various scenarios.

1. Introduction
Despite the unprecedented performance of deep neural net-
works (DNNs) in numerous tasks, including image classifi-
cation [27] and object detection [13, 54], these models are
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Figure 1. A comparison of transferable targeted attack perfor-
mance in the 3D domain between our TT3D and the enhanced
version of the typical mesh-based optimization method [49], as
detailed in Sec. 4.2.1. The surrogate model is ResNet-101 [10]
and we can see TT3D shows remarkable transferability.

vulnerable to adversarial examples [4, 5, 9, 20, 22, 29, 35,
39, 43–48, 50]. These adversarial examples are shown to
have good transferability across models [4, 17, 50], emerg-
ing as a key concern since they can evade black-box models
in practical applications. The majority of transferable at-
tacks are untargeted, aiming to induce misclassification of
the target model. However, transferable targeted attacks,
which mislead DNNs to produce predetermined misclassi-
fications, can lead to a more severe threat in real-world ap-
plications. Crafting such transferable targeted attacks is par-
ticularly challenging because they not only need to achieve
a specific misclassification but also must avoid overfitting
to ensure effective attacks across various models, which re-
quires further investigation.

While transferable targeted adversarial attacks in the 2D
domain have been extensively studied [15, 24, 42, 53], the
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AdvTurtle [1] Zenget al. [52] MeshAdv [49] Oslundet al. [26] FCA [40] DTA [33] ACTIVE [34] TT3D (Ours)

Target Task Classify Classify Classify Classify Detect Detect Detect+Segment∗ Classify+Detect∗+Caption∗

Data 3D model 3D model 3D model 3D model 3D model 3D model 3D model Few Multi-view images
3D Attack Type Texture Texture Geometry/Texture Texture Texture Texture Texture Texture+Geometry

Targeted Ë é Ë é é é é Ë

Transferability é é é Ë Ë Ë Ë Ë

Naturalness é é é é Ë é Ë Ë

Physical Attack Ë é é Ë é Ë Ë Ë

Table 1. A comparison among different 3D attack methods regarding target vision tasks, used data, 3D attack types, transferability, whether
conducting targeted attacks, naturalness, and whether conducting attacks in the physical world. ∗ represents the transferred task .

exploration of transferable targeted attacks in the 3D do-
main remains vacant. Compared with 2D adversarial at-
tacks, 3D attacks possess greater practical value in the real
world due to the potential of consistent attacks across vari-
ous viewpoints. As illustrated in Tab. 1, existing 3D attack
methods [1, 6, 33, 34, 40, 49, 52] could ensure multi-view
effectiveness by modifying pre-existing meshes’ textures or
geometry due to meshes’ 3D consistency. But, they struggle
to simultaneously ensure transferability and targeted attack,
especially for physical attacks. In addition, it is also difficult
to maintain the naturalness of these adversarial examples.

Based on the above discussions, this paper aims to gen-
erate transferable and natural 3D adversarial examples
for physically targeted attacks. However, there exist two
challenges to meet our goal: (1) Prior mesh-based opti-
mization methods involve direct alterations to vertex colors
in the high-dimensional mesh space, easily falling into the
overfitting and thus leading to unsatisfactory transferability.
Thus, the first challenge is how to design an optimization
method that deviates from the mesh space, avoiding over-
fitting for better transferability. (2) Existing methods strug-
gle to simultaneously ensure attack performance and nat-
uralness, whose attack process easily accompanies the ex-
tremely unnatural phenomena, such as visual anomalies in
appearance or distortion or fragmentation of the 3D mesh,
etc. Therefore, how to balance the attack performance and
the visual naturalness is another challenge.

To meet the above challenges, we design a novel frame-
work called TT3D that could rapidly reconstruct a transfer-
able targeted 3D adversarial textured mesh with guaranteed
naturalness. To be specific, driven by the recent advance-
ment in multi-view reconstruction techniques (i.e., grid-
based NeRF [23]), we first reconstruct an initial 3D mesh
from its multi-view images, but instead of directly manip-
ulating in the mesh space, we innovatively perform adver-
sarial fine-tuning of appearance rendering parameters in the
grid-based NeRF space. Such a method not only success-
fully avoids overfitting but also eliminates previous meth-
ods’ reliance on the pre-existing 3D mesh, greatly lowering
the cost. The technical details can be found as follows:

Firstly, to enhance the transferability, we design a dual
optimization strategy for adversarial fine-tuning. This op-

timization strategy simultaneously targets the parameters
of the appearance feature grid and the corresponding MLP
(feature grids and MLP are both components of grid-based
NeRF, detailed in Sec. 3.1), thereby effectively perturbing
at both the foundational feature level and the more advanced
decision-making layers. Additionally, it’s worth mentioning
that, though solely altering the geometric structure is chal-
lenging for achieving transferable targeted attacks, we ob-
serve that incorporating changes in geometric information
under a texture optimization-focused method, can enhance
the performance (shown in Sec. 4.2.1). Thus, we add the
optimization of vertex coordinates into our methodology.

Secondly, to ensure the naturalness of the 3D adversarial
textured mesh, we implement constraints on appearance and
geometry during optimization. These include measures for
visual consistency and vertex proximity, along with special-
ized loss functions to prevent mesh deformities and ensure
surface smoothness. For 3D adversarial objects’ robustness
in the real world, we also introduce an EOT that could effec-
tively integrate various transformations in both 3D and 2D
spaces to more realistically simulate real-world conditions.
A comparison of our TT3D’s performance in transferable
targeted attacks with the typical mesh-based optimization
method is shown in Fig. 1.

The contributions of this paper are as follows:
• We propose a novel framework called TT3D for generat-

ing transferable targeted 3D adversarial examples, which
is the first work to fill a critical gap in this field and elimi-
nate the previous reliance on pre-existing 3D meshes, ex-
panding the feasible region of 3D attacks.

• We design a dual optimization strategy within the grid-
based NeRF space, which effectively perturbs at both
the foundational feature level and the more sophisticated
decision-making echelons of the neural network, and en-
sures the naturalness in the meanwhile.

• Experimental results demonstrate that our 3D adversarial
object can easily be misclassified as a given label across
various victim models, renders, and tasks. Moreover, we
produce 3D adversarial objects in the real world by utiliz-
ing 3D printing technology and validate their robust per-
formance under various settings, like different viewpoints
and backgrounds.
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Figure 2. An overview of our TT3D framework. We first utilize 3D multi-view reconstruction technology, i.e., grid-based NeRF with
marching cubes techniques to obtain the initial clean 3D mesh. Then, we perform adversarial fine-tuning in the textual parameter space
of grid-based NeRF instead of directly altering the texture T , supplemented with geometric perturbations at vertex positions V . To ensure
the naturalness simultaneously, we add constraints to the distance between the 3D adversarial samples and the initial ones in terms of both
texture and geometric structure when performing optimization .

2. Related Work
2.1. Transferable Targeted Adversarial Attack

Transferable targeted adversarial attacks in the 2D domain
have been extensively studied. For instance, Li et al. [15]
improve the transferability of targeted attacks by address-
ing ‘noise curing’ through self-adaptive gradient magni-
tudes and metric learning. Zhao et al. [53] demonstrate that
simple logit loss-based attacks, without extensive resources,
can achieve unexpected effectiveness in targeted transfer-
ability, challenging traditional, resource-intensive methods.
The works of Wang et al. [42] and Naseer et al. [24] fur-
ther advance the field, introducing sophisticated approaches
for capturing class distributions and aligning image distri-
butions. Moreover, Yang et al. [51] also propose a hierar-
chical generative network-based approach for crafting tar-
geted transfer-based adversarial examples, showcasing the
potential of generative models in this domain. However, the
above works only focus on the 2D domain while the realm
of transferable targeted 3D adversarial attacks remains va-
cant, posing a necessity for investigations.

2.2. 3D Adversarial Attack

Since Athalye et al. [1] verified the existence of 3D adver-
sarial examples, plenty of generation methods [26, 33, 34,
40, 49, 52] have emerged. Among them, except for Me-
shAdv [49], which has attempted to change the mesh ge-
ometry for 3D attacks but still fails to perform transferable
targeted attacks, the rest methods [26, 33, 34, 40, 52], in-
cluding MeshAdv (optional), are based on modifying the

texture of the 3D mesh. We can split texture-based attack
methods into two categories. For methods like [26, 49, 52],
they directly alter vertex colors in the high-dimensional
mesh space, leading to unavoidable overfitting. On the other
hand, works like [33, 34, 40] optimize a texture map and
render it onto a specified 3D model (e.g., a car), enhancing
transferability to some extent. However, their transferability
is limited to non-targeted attacks in object detection, lacking
comparability. Moreover, most of these attacks are confined
to the digital realm, and physical attacks often come with
visual unnaturalness. To address these issues, our work,
without the reliance on 3D models, can effectively perform
an 3D attack that not only ensures attack performance (i.e.,
transferable targeted 3D attacks feasible even in real-world
scenarios), but also could meet demands for naturalness.

3. Methodology
In this section, we detail the proposed TT3D framework for
generating transferable targeted 3D adversarial examples,
as presented in Fig. 2. TT3D adopts grid-based NeRF [23]
to model 3D objects from multi-view images and perform
optimization. As below, we first introduce the background
knowledge of grid-based NeRF and then present the prob-
lem formulation and our optimization strategy.

3.1. Preliminary

Given a set of multi-view images, vanilla NeRF [21] en-
codes a real-world object into a continuous volumetric ra-
diance field F : (x,d) → (c, σ). F is approximated by
a multi-layer perceptron (MLP), which takes a 3D location
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x ∈ R3 and a unit-norm viewing direction d ∈ R3 as in-
puts, and outputs a volume density σ ∈ R+ and emitted
RGB color c ∈ [0, 1]3. Despite its efficacy, vanilla NeRF
often faces challenges in terms of computational efficiency.

In addressing the limitations of traditional methods, grid-
based NeRF techniques [8, 23, 32, 38] employ two distinct
3D grids, namely Ggeo and Gtex, to explicitly represent ge-
ometric and textural information of objects. This structured
approach, utilizing feature grids, maps a 3D point x to cor-
responding feature vectors fgeo and ftex for both geometry
and texture, which are expressed as:

fgeo(x) = Ggeo(x; ΘGgeo
), ftex(x) = Gtex(x; ΘGtex

),
(1)

where ΘGgeo and ΘGtex denote the sets of feature vectors
within Ggeo and Gtex, respectively.

To derive the final rendering attributes, i.e., volume den-
sity σ and emitted color c, these feature vectors fgeo and
ftex are then processed through two shallow MLPs: Mgeo

and Mtex, formulated as:

σ ←Mgeo(fgeo(x); ΘMgeo
), c←Mtex(ftex(x); ΘMtex

),
(2)

where ΘMgeo and ΘMtex are weights of Mgeo and Mtex.
In this paper, by leveraging grid-based NeRF [23] with

Marching Cubes [19], we first efficiently reconstruct 3D
mesh as an accurate geometry and continue adversarial fine-
tuning within the parameter space of grid-based NeRF.

3.2. Problem Formulation

For the 3D adversarial attack task, we aim to develop an
effective method that can generate transferable targeted 3D
adversarial samples and maintain their visual naturalness.
Similar to [1], we also propose to craft 3D adversarial exam-
ples as textured mesh, which can fully leverage 3D printing
techniques for physically realizable adversarial attacks.

Specifically, we define the reconstructed mesh represen-
tation of the 3D object as M = (V, T ,F), where V ∈
Rn×3 is the xyz coordinates of n vertices, T ∈ Rn×3 is the
rgb value of vertices, andF ∈ Zm×3 is the set of m triangle
faces which encodes each triangle with the indices of ver-
tices. Here, we do not pose changes to the mesh topology
F to prevent serious distortions of geometric structures, and
instead, we turn to V and T .

In this paper, we focus on the challenging transferable
targeted 3D attacks against image classification models un-
der different views. Given a surrogate classifier f : X → Y ,
the goal of the attack is to generate a 3D adversarial exam-
pleMadv = (V∗, T ∗,F) for the original oneM with color
and vertex perturbations. Then, with a differentiable ren-
der function [12] and a random viewpoint v, we render the
Madv into the corresponding 2D image Îv(Madv), which
can be misclassified by other common classifiers as the tar-
get class y∗( ̸= y). In general, the perturbation should be

small to make our 3D adversarial example natural in the
physical world. Thus, the optimization problem of crafting
3D adversarial examples can be formulated as

min
V∗,T ∗

Ev∈V Lf (Îv(Madv), y
∗) + β · R(Madv,M), (3)

where Îv(Madv) = S(V∗, T ∗,F ,v),

where Îv(Madv) represents the rendered image of Madv

under the viewpoint v and V is the feasible distribution. Lf

is the cross-entropy loss [2] that facilitates the misclassifi-
cation of Îv(Madv) to y∗, R is the regularization for mini-
mizing a perceptibility distance betweenMadv andM and
β is a balancing hyperparameter between these two losses.

To ensure the feasibility of our 3D adversarial example
in the real world, we also introduce an EOT scheme (as de-
tailed in Sec. 3.5) to help bridge the gap from “digital” to
“physical”. However, the mesh-based optimization by fol-
lowing the objective function (3.2) needs to calculate gra-
dients in high-dimensional mesh space due to thousands of
points in each 3D object. It will easily distort the natural
textural appearance of the textured mesh and is trapped into
the overfitting with unsatisfactory transferability.

3.3. Dual Optimization in NeRF Parameter Space

In this section, we aim to deviate from the existing mesh-
based optimization regime and perform the optimization
trajectory in the parameter space of grid-based NeRF [23]
as a regularization for escaping from overfitting.

Specifically, as introduced in Sec. 3.1, grid-based NeRF
stores appearance feature vectors in a structured feature
grid Gtex(·; ΘGtex

) and processes them into emitted colors
through a shallow MLP Mtex(·; ΘMtex

). Actually, the clean
textural parameter set T , representing the colors of all ver-
tices in the initial 3D textured meshM, are estimated based
on the aforementioned mechanism, expressed as follows:

T = {c|c = Mtex(ftex(x); ΘMtex
),∀x ∈ V}, (4)

where ftex(x) is the textual feature vector of x and mapped
by Gtex(·; ΘGtex) following Eq. (1).

Existing mesh-based optimization methods, which pri-
marily perform direct alterations to the vertex colors in
T , struggle with the computing complexity, unsatisfactory
transferability, and naturalness inherent in explicit mesh
spaces. To prevent this, our method innovatively utilizes
the previously established color estimation mechanism, i.e.,
Eq. (4) to perform adversarial fine-tuning in the space of
grid-based NeRF, indirectly generating adversarial textures.
Moreover, we undertake a dual optimization, concurrently
targeting both the parameters of the appearance feature grid,
ΘGtex , and those of the corresponding MLP, ΘMtex , which
effectively integrates the manipulation of detailed textural
features contained within the grids with the nuanced pro-
cessing capabilities inherent in the MLPs.
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In essence, such a dual optimization strategy facilitates
the embedding of adversarial perturbations at both the foun-
dational feature level and the more sophisticated decision-
making echelons of the neural network, thus yielding more
transferable 3D adversarial examples while also ensuring
naturalness. It is also noteworthy that though merely opti-
mizing the geometric shape proves challenging for achiev-
ing transferable targeted 3D attacks, optimizing the tex-
ture in conjunction with adjustments to the geometric shape
(ii.e., mesh vertex coordinates) can enhance transferability
to a certain extent, as verified in Sec. 4.2.1. However, fine-
tuning the geometric parameters in the grid-based NeRF
space will lead to significant deformation, and ensuring nat-
uralness by restricting the distance to the original mesh’s
geometry in such a space would require repeatedly using
the marching cubes [19] technique to convert geometric pa-
rameters into mesh during optimization. This incurs a sub-
stantial time cost. Therefore, we make a compromise that
explicitly modifies the mesh vertex coordinates.

To sum up, we target the grid-based NeRF’s inner param-
eters: (ΘGtex

,ΘMtex
) instead of vertex colors T in appear-

ance, accompanying the optimization to mesh’s vertex co-
ordinates, thus the objective function (3.2) becomes:

min
V∗,Θ∗

Gtex
,ΘM∗

tex

Ev∈V Lf (Îv(Madv), y
∗)+ (5)

β · R(Madv,M).

3.4. Regularization for Naturalness

To ensure the perceptible naturalness of 3D adversarial
examples, we impose constraints to both appearance and
geometry. For the constraint of appearance, we evaluate
the disparity between images rendered under various view-
points from the adversarial textured meshMadv and those
rendered from the initial clean textured meshM, which is
achieved by calculating the squared distance between these
two sets of images. This appearance-related constraint, de-
noted as Rrgb, ensures that the adversarial examples, while
effective, do not deviate significantly in appearance from
the original mesh and can be formulated as follows:

Rrgb(Madv,M) =
1

N

∑
v∈V

∣∣∣Îv(Madv)− Îv(M)
∣∣∣2 , (6)

where N is the sampled number for one epoch.
Then, referring to the constraint in geometry, we incor-

porate the Chamfer distance Rcd to make vertices ofMadv

not far from their initial positions in M, the Laplacian
Smoothing Loss Rlap [25] for preventing self-intersecting,
and the Mesh Edge Length Loss Redge [41] for the smooth-
ness of the mesh surface. Above all, the whole regulariza-
tion R could be represented as follows:

R(Madv,M) = λ1Rrgb(Madv,M)+ (7)
λ2Rcd(Madv,M) + λ3Rlap(Madv) + λ4Redge(Madv),

where λ1, λ2, λ3 and λ4 are hyperparameters that represent
weights of Rrgb, Rcd, Rlap, and Redge, respectively.

3.5. Physical Attack

To realize physically feasible 3D adversarial examples, we
need to ensure their robustness against complex transforma-
tions in the physical world, including 3D rotations, affine
projections, color discrepancies, etc. A prevalent technique
that we utilize here is the Expectation Over Transformation
(EOT) algorithm [1], which optimizes the adversarial exam-
ple across a distribution of varying transformations in both
2D and 3D spaces. Specifically, we effectively merge di-
verse 3D transformations, such as pose, distance, and view-
point shifts, during rendering with 2D transformations such
as contrast and blurring on rendered images. With EOT,
the rendered images for optimization in Sec. 3.3 can be as
below:

Îv(Madv) = t(S(V∗, T ∗,F , ρ(v))), (8)
where t ∈ T, ρ ∈ Q,v ∈ V,

where t and ρ represent the randomly sampled transforma-
tions from T and Q. T and Q are the sets of various trans-
formations in the 2D space and the 3D space, respectively.

4. Experiments
In this section, we present the experimental results both in
the digital world and the physical world to demonstrate the
effectiveness of the proposed method.

4.1. Experiment Settings

Datasets. We use the IM3D [28] dataset in our experi-
ments, which contains 1K typical 3D objects from 100 Im-
ageNet [3] categories. For our experimental validation, we
choose 100 objects randomly from 30 categories.

Victim models. Two typical classifier models, ResNet-
101 [10] and DenseNet-121 [11] are chosen as surro-
gate models to perform attacks. Other models to test
transferability consist of the CNN-based ResNet-50 [10],
ResNet-152 [10], VGG-16 [31], VGG19 [31], Inceprion-
v3 [36], EfficientNet-B0 [37], MobileNet-V2 [30]and the
Transformer-based Swin-B [18], ViT-B/16 [7]. For testing
the cross-render transferability, we choose two commercial
rendering software: MeshLab and Blender. For testing the
cross-task transferability, we choose two other tasks: zero-
shot detection [16] and image caption [14] due to their non-
limitation to types of objects.

Evaluation metrics. To quantitatively evaluate the ef-
fectiveness of our proposed TT3D, we measure the attack
success rate (ASR). Specifically, given that our method is a
targeted attack, we judge by whether rendered images can
be predicted as the target label by victim models. For each
3D object, we render 100 images using random rendering
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Source Model Methods
Victim Model

RN-50 RN-101 RN-152 VGG-16 VGG-19 Inc-v3 DN-121 EN-B0 MN-v2 Swin-B ViT-B/16

ResNet-101

Mesh-based [49] (enhanced) 4.91 99.90∗ 8.73 1.62 0.84 4.77 3.46 2.21 1.57 2.93 2.39
MLP-only 40.48 56.90∗ 43.87 26.29 22.92 27.81 56.15 25.26 23.11 28.78 35.37
Grid-only 64.85 80.89∗ 70.49 42.89 37.29 51.60 80.59 42.54 40.24 50.07 48.66

MLP+Grid 78.85 88.98∗ 78.96 58.29 51.54 55.14 89.14 58.71 57.69 69.80 55.84

DenseNet-121

Mesh-based [49] (enhanced) 1.10 2.23 2.55 1.72 1.78 2.76 99.12∗ 3.91 1.39 2.74 1.68
MLP-only 24.58 17.68 23.18 19.30 15.69 21.68 58.04∗ 17.95 13.96 17.70 22.66
Grid-only 45.41 31.46 39.51 30.76 29.39 37.87 89.62∗ 25.20 21.39 29.37 28.37

MLP+Grid 70.98 51.61 59.59 57.59 50.25 43.81 96.74∗ 40.59 45.06 55.15 36.49

Table 2. The ASR(%) of 3d adversarial examples generated by different methods including the enhanced mesh-based, the mlp-only, the
grid-only, and our dual optimization method under random viewpoints against ResNet-50 (RN-50), ResNet-101 (RN-101), ResNet-152
(RN-152), VGG-16, VGG-19, Inception-v3 (Inc-v3), DenseNet-121 (DN-121), EfficientNet-B0 (EN-B0), MobileNet-v2 (MN-v2), Swin-
B, and VIT-B/16. The adversarial examples are learned against the surrogate models ResNet-101 and DenseNet-121.
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Figure 3. Visual examples of original objects, our TT3D and mesh-based optimization methods under random viewpoints.

parameters. The ASR for an object is calculated as the pro-
portion of successfully attacked images in 100 rendered im-
ages. The final ASR is determined by averaging the ASRs
across all reconstructed adversarial objects.

TT3D hyperparameters. β in Sec. 3.3 is 103, the
epochs are 250, λ1 is 1, λ2 is 3000, λ3 is 10−3, λ4 is 10−2.

4.2. Attack performance in the Digital World

4.2.1 Basic Results

Effectiveness of the proposed method. To verify the
effects of our proposed method, we compare the attack per-
formance with different methods. Among them, for a fair
comparison with mesh-based optimization method [49], we
enhance it to optimize both the vertex colors and the coor-
dinates. Specifically, this method is based on the classical
method MeshAdv [49] and to further accentuate the limi-
tations of this method, we put no limitations on the color
modifications. Tab. 2 shows the attack success rates (%)
in various common classifier models, where we find that
mesh-based optimization exhibits nearly no transferability
due to its tendency to overfit. In contrast, the dual opti-
mization targetting both MLP and Grid parameters demon-
strates a substantial improvement in transferability. Then,
to explore the effects of different parameters in grid-based
NeRF space, we also test the attack performance of MLP-
only optimization and Grid-only optimization. Experimen-
tal results show that MLP-only optimization shows reason-
able success, indicating its effectiveness in manipulating
model-specific features. However, Grid-only optimization
presents better transferability, likely due to its ability to cap-
ture spatial relationships more effectively. The combination

of both, as evidenced by the highest success rates across
victim models in Tab. 2, suggests that this dual optimization
method effectively integrates detailed textural features and
complex decision-making processes, proving the necessity
and superiority of the dual optimization strategy.

Better visual naturalness. In TT3D, while achiev-
ing excellent attack effectiveness, our method also exhibits
visual naturalness compared to mesh-based optimization
methods. As illustrated in Fig. 3, 3D objects optimized
using mesh-based methods display non-sensical noise for
appearance. In contrast, our TT3D, benefiting from target-
ing on both the foundation feature level and decision layers,
could generate adversarial perturbations that are more se-
mantically informative and show greater resemblance to the
original ones. More specific details, including quantitative
metrics, are provided in the Supplementary Materials.

4.2.2 Cross-render Transferability

As illustrated in Fig. 4, we observe that there exist varia-
tions in the rendering results of different renderers. To fur-
ther validate the effectiveness of our method, we conduct
transferability tests across various renderers, including two
commercial-grade rendering software. As shown in Tab. 3,
our 3D adversarial examples still perform well, even when
faced with completely unknown rendering systems. This
demonstrates the robustness of our method, as there is no
significant performance degradation across different render-
ing environments, highlighting the broad applicability and
resilience of our adversarial examples.

Zero-shot detector. We utilize the state-of-the-art model
of Liu et al. [16] for zero-shot detection. In our tests, we
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Source Model Render
Victim Model

RN-50 RN-101 RN-152 VGG-16 VGG-19 Inc-v3 DN-121 EN-B0 MN-v2 Swin-B ViT-B/16

ResNet-101
Nvdiffrast 78.85 88.98∗ 78.96 58.29 51.54 55.14 89.14 58.71 57.69 69.80 55.84
Meshlab 53.89 60.74∗ 50.18 45.43 40.00 43.33 51.20 56.56 45.50 54.65 45.80
Blender 60.03 83.88∗ 51.15 39.47 40.29 49.34 60.17 36.68 43.59 50.00 48.19

DenseNet-121
Nvdiffrast 70.98 51.61 59.59 57.59 50.25 43.81 96.74∗ 40.59 45.06 55.15 36.49
Meshlab 46.34 40.33 39.43 43.24 38.00 34.00 74.67∗ 43.04 29.43 44.85 33.75
Blender 47.66 39.06 30.94 42.34 40.00 31.25 88.75∗ 29.84 26.09 39.53 26.09

Table 3. The ASR(%) of 3d adversarial examples with different renders against RN-50, RN-101, RN-152, VGG-16, VGG-19, Inc-v3,
DN-121, EN-B0, MN-v2, Swin-B, and VIT-B/16. The adversarial examples are learned against surrogate models RN-101 and DN-121.

Source Model Methods
Victim Model

RN-50 RN-101 RN-152 VGG-16 VGG-19 Inc-v3 DN-121 EN-B0 MN-v2 Swin-B ViT-B/16

ResNet-101
Tex 76.96 91.60∗ 78.52 52.00 49.51 53.31 72.96 55.73 53.09 64.40 54.50

Tex+Geo 78.85 88.98∗ 78.96 58.29 51.54 55.14 89.14 58.71 57.69 69.80 55.84

DenseNet-121
Tex 65.71 46.13 52.13 46.60 40.85 36.44 94.28∗ 37.49 38.72 47.62 35.58

Tex+Geo 70.98 51.61 59.59 57.59 50.25 43.81 96.74∗ 40.59 45.06 55.15 36.49

Table 4. The ASR(%) of tex-only and tex+geo(sub) optimization methods against RN-50, RN-101, RN-152, VGG-16, VGG-19, Inc-v3,
DN-121, EN-B0, MN-v2, Swin-B, and VIT-B/16. The adversarial examples are learned against the surrogate models RN-101 and DN-121.

Nvdiffast Meshlab Blender
Figure 4. Comparison between rendering results of different ren-
ders, including differential rendering library Nvdiffast, commer-
cial software Meshlab, and Blender.

eliminate background distractions by using a plain white
background, focusing solely on the detector’s ability to
identify the target label in the rendered adversarial sample
images. A detection threshold greater than 0.5 is consid-
ered successful. Experimental results reveal that even in
this setting, our method achieved a success rate of 76.94%,
as evidenced by some successful examples shown in Fig. 5.

4.2.3 Cross-task Transferability

To verify the transferability of our adversarial examples
across different tasks, we select zero-shot detection and im-
age caption for testing due to their broad applicability.

Image caption. For image captioning, we employ the
BLIP model from Li et al. [14], still maintaining the white
background setup. We present the rendered adversarial im-
ages to the BLIP model and deem the test successful if the
generated caption includes the target label. Due to testing
costs, we randomly selected three viewpoints for 100 dif-
ferent 3D objects. The results demonstrate that our method
still achieves a success rate of 32.33% in this task, as evi-
denced by some successful examples shown in Fig. 5.

    pepper         keyboard    vase         daisy     sofa         garden cart

# Zero-shot Detection

# Image Caption

a dog wearing a coat two white and 
orange glass vases

an orange crab on 
the ground

Figure 5. The prediction examples of our 3D adversarial examples
targeting zero-shot detection and image caption tasks. Green and
red text represent the clean label and the target label, respectively.

4.3. Additional Results and Ablation Study

The effects of additional vertex optimization. To
validate the additional vertex optimization mentioned in
Sec. 3.2 that could serve as an auxiliary means to further en-
hance texture-focused optimization performance, we con-
duct an ablation study on it. As shown in Tab. 4, it is evident
that adding the geometric changes of the mesh vertex coor-
dinates while optimizing texture features in the grid-based
parameter space can, to a certain extent, enhance the trans-
ferability of the attack. Additionally, we find that solely
altering the geometric structure with requirements for natu-
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    burger        maraca     burger        maraca     burger        maraca

    teapot        snoek     teapot        snoek     teapot        snoek

Figure 6. Visiual examples of printed 3D adversarial objects towards the target label under different backgrounds (B-1,B-2, B-3) and
viewpoints in the physical world. The first row is learned against ResNet-101 and the second row is learned against DenseNet-121.

adv, � =  103

 (ASR = 98%)
adv, � =  102

 (ASR = 100%)
cleanadv, � =  104

 (ASR = 76%)

# Appearance

# Geometry

 Stove             Bread

Figure 7. An visual example of the change in appearance and ge-
ometry with β and its corresponding attack success rate.
ralness, hardly achieves successful targeted attacks with ar-
bitrary objectives. Therefore, we have not included results
for solely optimization geometric structures in Tab. 4.

The effects of β in R. β as a hyperparameter to adjust
the regularization R responsible for naturalness, has a sig-
nificant impact on both naturalness and attack performance.
Thus, to fully explore its impacts, we conduct an ablation
study on the variation of β. As illustrated in Fig. 7, when
β increases from lower to higher values (from 102, 103 to
104), the distance from both the appearance and geometric
structure of the adversarial sample to the original 3D object
becomes closer, making the perturbation more concealed,
but accompanying an observed decline in the overall suc-
cess rate of the attack (detailed in the Supplementary Ma-
terials). To strike a balance between attack performance
and naturalness, we ultimately choose a β value of 103. It
is also noteworthy that, regardless of the parameter setting,
our adversarial examples feature textures not in the form
of noise, but as semantically meaningful textures. This ap-
proach is more natural compared to explicit optimization in
mesh-based optimization methods, as shown in Fig. 3.

4.4. Attack Performance in the Physical World

To verify the feasibility of TT3D in the physical world, we
first utilize 3D printing techniques to print 3D adversar-
ial objects. Then, considering that the backgrounds in the
physical world are diverse, unlike the white background of
the optimization process, we not only validate the digital-to-
physical transferability of TT3D under different viewpoints,
but also add three randomly selected, distinct backgrounds

B-1,B-2, and B-3 to evaluate its robustness against back-
grounds. For the number of testing objects, we print 20 3d
objects, including 10 for the surrogate ResNet-101 and 10
for the surrogate DenseNet-121. The specific process in-
volves 1) placing the 3D adversarial objects on the surface;
2) slowly circling them with a smartphone for about 360◦,
excluding the bottom part. which lasts approximately 20
seconds per object in each setting, capturing 10 frames per
second, resulting in a total of 200 frames; 3) calculating
the attack success rate, which is determined by the propor-
tion of successful frames. The experimental results are pre-
sented in Fig. 6 and Tab. 5, demonstrating the robust effec-
tiveness of our method in various scenarios from the physi-
cal world. Further experiments on transferability tests in the
physical world are available in Supplementary Materials.

B-1 B-2 B-3
ResNet-101 81.30 76.45 91.55

DenseNet-121 79.30 83.25 84.50

Table 5. The ASR(%) of printed adversarial meshes against the
RN-101 and DN-121 under different backgrounds: B-1, B-2, B-3
and various viewpoints in the real wolrd.

5. Conclusion
In this paper, we propose a novel 3D attack framework
TT3D that could rapidly reconstruct multi-view images into
transferable targeted 3D adversarial examples, effectively
filling the gap in 3D transferable targeted attacks. Be-
sides, TT3D leverages a dual optimization strategy in the
grid-based NeRF space, which significantly improves the
black-box transferability meanwhile ensuring visual natu-
ralness. Extensive experiments further demonstrate TT3D’s
strong cross-model transferability and adaptability in vari-
ous renders and vision tasks, with real-world applicability
confirmed through 3D printing techniques.
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