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Figure 1. Latent Interpolations. SODA learns to encode images into compact latent representations. By traversing its latent space, we
can interpolate between images, morphing from one image category to another and smoothly transitioning between semantic attributes.

Abstract

We introduce SODA, a self-supervised diffusion model,
designed for representation learning. The model incorpo-
rates an image encoder, which distills a source view into a
compact representation, that, in turn, guides the generation
of related novel views. We show that by imposing a tight
bottleneck between the encoder and a denoising decoder,
and leveraging novel view synthesis as a self-supervised ob-
jective, we can turn diffusion models into strong represen-
tation learners, capable of capturing visual semantics in an
unsupervised manner. To the best of our knowledge, SODA
is the first diffusion model to succeed at ImageNet linear-
probe classification, and, at the same time, it accomplishes
reconstruction, editing and synthesis tasks across a wide
range of datasets. Further investigation reveals the disen-
tangled nature of its emergent latent space, that serves as an
effective interface to control and manipulate the produced
images. All in all, we aim to shed light on the exciting and
promising potential of diffusion models, not only for image
generation, but also for learning rich and robust represen-
tations. See our website at soda-diffusion.github.io.

1. Introduction
What I cannot create, I do not understand.

– Richard P. Feynman

Synthesis, the ability to create, is considered among the
highest manifestations of learning [1, 2]. As opposed to
passive analysis of a text or an image, conceiving them out
of thin air involves profound understanding of the underly-
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ing factors and intricate generative processes that give rise
to the final product [3]. Indeed, learning to write in a new
language is often more challenging than reading it. Figuring
out the solution to a math problem is fundamentally harder
than verifying it [4]. And just as the chef learns more about
the culinary arts than the diner to prepare a tasty meal, and
the novelist knows more about narrative structures than the
reader to tell a good story, the artist better grasps perspective
and composition to craft a breathtaking masterpiece.

Analogously, in AI, the recent years have witnessed re-
markable progress at the generative domain, with large-
scale diffusion modeling proving to be a powerful and flex-
ible technique that can create vivid imagery of astonishing
realism and incredible detail. And yet, while the vast ma-
jority of research harnesses these models for the straight-
forward goal of synthesis or editing alone [5–17], only little
attention has been given to their representational capacity
[18–20], leaving this promising direction rather unexplored.
Surely, models that can weave from scratch such rich depic-
tions of high fidelity, likely learn much along the way about
the underlying properties, processes, and components that
make up the resulting pictures. How then can we leverage
this untapped potential of diffusion models for the purpose
of representation learning, and extract the knowledge they
acquire for the benefit of downstream tasks?

Motivated to achieve this aim, we present SODA, a self-
supervised diffusion model, designed for both perception
and synthesis. It couples an image encoder with the classic
diffusion decoder [5], both trained in tandem for novel view
generation [21] – a task we choose to employ here, not only
for its own sake, but as a self-supervised objective. The
encoder transforms an input view into a concise latent rep-
resentation, which then guides the denoising of an output
view, by modulating the decoder’s activations.

This setup introduces a desirable information bottleneck
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Figure 2. (Left) Model Overview. SODA consists of two modules: an encoder and a denoising decoder. The encoder transforms a source
view into a compact latent representation, which guides the denoising of a target view, by having a dedicated latent subvector modulating
each of the decoder’s layers (Right, Layer Modulation). The model is useful both for representation learning, by applying the latents to
downstream perception tasks, as well as for synthesis, by iteratively generating novel views. (Center) Views. We consider views as any set
of images that relate visually or semantically: They can be crops, augmentations, or images captured from different camera perspectives.

between the encoder and the decoder [22], that in contrast to
the typical diffusion framework, equips our model with an
explicit and interpretable visual latent space. As our exper-
iments confirm, its advantages are twofold: it both encour-
ages the emergence of disentangled and informative repre-
sentations that capture image key properties and semantics,
which thus can be applied to downstream tasks, and further
provides effective means to control and manipulate the pro-
duced outputs, for the gain of image editing and synthe-
sis. We further devise and integrate multiple new ideas into
the network architecture and training procedure: layer mod-
ulation, modified classifier-free guidance, and an inverted
noise schedule, so to maximize its representation skills.

We demonstrate our model’s strengths and versatility by
evaluating it along a series of classification, reconstruc-
tion and synthesis tasks, spanning an extensive collection
of datasets that covers both the simulated and real-world
kinds. SODA possesses strong representation skills, attain-
ing high performance in linear-probing experiments over
the ImageNet dataset among others. Moreover, it excels at
the task of few-shot novel view generation, and can flexibly
synthesize images either conditionally or unconditionally,
as indicated by metrics of fidelity, consistency and diver-
sity. Finally, we inspect the model’s emergent latent space
and discover its disentangled nature, which offers control-
lability over the semantic traits of the images it produces, as
validated both qualitatively and quantitatively.

Overall, SODA integrates together three research ideas
that we seek to establish and promote: First, diffusion mod-
els are not only adept at image generation, but are also capa-
ble of learning strong representations. Second, novel view
synthesis can serve as a powerful self-supervised objective
for model pre-training. And third, the compactness of the
latent space, which could be reached by constricting the
bottleneck between the encoder and the denoiser, plays a
pivotal role in enhancing the latent representations’ quality,

informativeness and interpretability.

2. Related Work
Diffusion. The advent of diffusion models has lately
marked a breakthrough in the field of visual synthesis.
Originally inspired by theories of thermodynamics [23], it
approaches generative modeling by following a reversible
and iterative denoising process, the forward direction of
which slowly erodes the structure within the data distri-
bution, while the backward direction is gradually restoring
it. Since its early inception back in 2015 [24], tremendous
strides have been made in the quality and diversity of the
created outputs, thanks to innovations of the framework’s
training and sampling techniques [25–28]. Consequently,
diffusion models have been widely adopted for numerous
tasks and modalities [29–33], synthesizing images, videos,
audio and text [34–38], and even advancing planning [39]
and drug discovery [40], effectively becoming one of the
leading paradigms for generative modeling nowadays.

But while most literature highlights its generative feats,
only a handful of works have studied diffusion modeling’s
representational capacity, mainly repurposing pre-trained
text-to-image models for classification [41], segmentation
[42], or multimodal reasoning [43]. The reliance on such
models makes it unclear whether the downstream capabili-
ties arise from the diffusion approach itself, or are actually
attributable to the exceptionally large scales, long training
and voluminous captioned data, which, essentially, provides
rich and textual semantic supervision. To address this short-
coming, we focus here instead on the fully-unsupervised
regime, and train our model from scratch on standardized
benchmarks, seeking to asses the value and potential of
diffusion-based representations derived from images alone.

Visual Encoding. Closer to our work is DRL [20], that
extends early research on denoising auto-encoders [44–47],
and conditions a denoiser on an encoded clean version of its
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own target. It is mainly explored from a theoretical perspec-
tive, along with preliminary results on MNIST and CIFAR-
10. DiffAE [48] follows up, integrating style modulation
into the encoder [49–51], while InfoDiffusion [52] regular-
izes it with mutual-information loss. Our approach builds
upon this line of research, but instead of auto encoding the
same image, we generate novel views. Notably, we dis-
cover that this, in turn, remarkably enhances the model’s
representation skills, as evidenced by substantial gains in
downstream performance. We further couple this idea with
multiple technical innovations, pertaining both architecture
and optimization, geared to realize the representational ca-
pabilities of diffusion models to their fullest. And in con-
trast to prior works, we provide an extensive empirical study
of diffusion-based representation learning, encompassing a
broad suite of datasets over multiple different tasks.

Hybrid Models. A couple of partially related works
are unCLIP [8] and Latent Diffusion Models [10], both of
which utilize a frozen pre-trained encoder (CLIP and VQ-
GAN respectively) to cast images onto a compressed latent
space over which a diffusion model can operate. Conse-
quently, we note that the latent representations used in both
these approaches are in fact not derived by diffusion it-
self, but rather through either contrastive or adversarial pre-
training. As such, they differ fundamentally from our study,
which aims to explore the effectiveness of diffusion-based
pre-training as a means for representation learning.

Downstream Tasks. For each of the tasks we explore
– classification, disentanglement, reconstruction, and novel
view synthesis – we compare SODA to the leading prior
works. These include models such as SimCLR, DINO, and
MAE for linear-probe classification [53–58], NeRF-based
approaches for novel view generation [59, 60], and classic
variational models for the task of disentanglement [61–63].
Whereas these techniques are designed for particular ob-
jectives or depend on domain-specific assumptions, SODA
exhibits a greater degree of versatility, as it tackles repre-
sentational and generative tasks alike.

3. Approach
SODA is a self-supervised diffusion model that learns a
bidirectional mapping between images and latents. It con-
sists of an image encoder E(x′) = z that casts an input view
x′ into a low-dimensional latent z, which is then used to
guide the synthesis of a novel output view x, that relates to
the input x′ (Figure 2). Concretely, x is produced through a
diffusion process that is conditioned on the encoding z via
feature modulation [49]. This design equips SODA with
an explicit and compact latent space, which not only offers
ample control over the generative process, but can also be
leveraged for downstream perception tasks (Section 4)1.

1Our model is named after the soda drink. Indeed, the fizzing in soda
bottles is an everyday example of the diffusion phenomena.

Figure 3. Inverted Noise Schedule used for SODA’s training. It
prioritizes medium noise levels, which aid representation learning.

We first present an overview of the model (Section 3.1,
Figure 2), followed by an in-depth discussion of each of
its core components: the encoder’s architectural design
(Section 3.2), the mechanisms involved in the synthesis of
novel views (Section 3.3), and the optimization techniques
we develop to cultivate strong and meaningful representa-
tions (Section 3.4).

3.1. Model Overview

As a denoising diffusion model [5, 25], SODA is formally
defined by a pair of forward and backward Markov chains,
iteratively transforming a sample xT from the normal distri-
bution into the target one (x0) and vice versa. Each forward
step t erodes xt by adding low Gaussian noise ϵt according
to a fixed variance schedule αt. Meanwhile, the respective
backward step performs image denoising, and aims to esti-
mate ϵt in order to recover xt−1 from its successor xt. It is
carried out by a decoder D, implemented as a convolutional
UNet [64] (with 2m+ 1 activation layers hi).

To tackle the denoising challenge, we assist the decoder
by conditioning it on a latent vector z, which guides its op-
eration by modulating the activations h at each of its lay-
ers through adaptive group normalization that controls their
scale and bias: zsGroupNorm(h) + zb where (zs, zb) are
linear projections of z, applied evenly across the activation
grid. See Appendix B for the architectural details of the
decoder, as well as closed-form equations of the diffusion
forward and backward steps. The latent z is created by the
newly introduced image encoder E , discussed next.

3.2. The Encoder

The latent representation z is at the model’s core, serving
as the communication channel between the encoder E and
the denoising decoder D, while guiding the latter through
the diffusion process. It is derived by a ResNet encoder
E(x′) = z, representing a clean source view x′ that seman-
tically or visually relates to the target view x (Section 3.3).

The driving motivation behind this idea stems from the
denoising task’s inherent under-determination: Seeking to
fulfill it to the best of its ability, the decoder will leverage
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Figure 4. Latent Controllability (Unsupervised). We explore SODA’s latent space and discover directions that correspond to semantic at-
tributes like face size and structure, lighting and viewpoint, maturity, expressions, fur length and color, texture, brightness and tone. SODA
is trained fully unsupervised over images only. It successfully disentangles and encodes meaningful aspects into its learned representations.

any pertinent knowledge or useful clue that could inform it
of the missing content to fill in. This in turn incentivizes
the encoder to distill into z the most striking and prominent
commonalities between the source and target views. Since
we further constrict the encoding z into a low-dimensional
space, and use it to guide the decoder via global feature
modulation, it yields a fruitful combination that encourages
z to specifically capture the image’s high-level semantics,
while delegating the reconstruction of localized and high-
frequency details to the denoiser itself.

From that perspective, learning a latent z that sup-
ports image denoising, rather than pure reconstruction from
scratch, as in most auto-encoders [65–67], liberates our en-
coder from the need to compress all information about the
image into the representation, and let it instead focus on the
image’s most distinctive and descriptive qualities.

3.2.1 Layer Modulation & Masking

To enhance the model’s latent space disentanglement, we
introduce two intertwined mechanisms of modulation and
masking. In layer modulation, we partition the latent vec-
tor z into m + 1 sections – half the number of layers in
the decoder D. We use each zi to modulate the respective
pair or layers (hi, h2m−i), thereby promoting specialization
among the latent sub-vectors. Just like light rays refracted
through a prism, they are encouraged to capture visual traits
at different levels of granularity, from coarser to finer, so to
guide the decoder’s operation through the layers.

To improve the localization and reduce the correlations
among the m sub-vectors, we present layer masking – a
layer-wise generalization of classifier-free guidance [27].
During training, we zero out a random susbset of z1:m, ef-
fectively performing layer-wise guidance dropout, that miti-
gates the decoder’s reliance on sub-vector dependencies, al-
lowing them to decouple and specialize independently. At

sampling, we extrapolate the model’s output in the condi-
tional direction: ϵθ(xt|z)− ϵθ(xt|0). This endows SODA
with finer control over the generative process, and opens
the door for image editing and style mixing [49], as we can
selectively condition the decoder on some levels of granu-
larity, like structural or positional aspects, while giving it
free rein to unconditionally vary other ones, such as light-
ing, texture, or color palette (see supplementary figures).

3.3. Novel View Generation

We loosely consider views to be any set of images that hold
some relation among each other, such as visual or semantic
(Figure 2): they can be various augmentations or distortions
of an original image, as is commonly explored in the con-
trastive learning literature [58], they can show a 3D object
from different poses and perspectives [21], or they can sim-
ply share the same semantic category with one another.

Cardinality. We permit the trivial singular case where
all views are identical, which then turns the model into an
auto-encoder. Conversely, we can extend the conditioning
and create a novel view based on a set of k input views, in-
stead of just a single one. We map each input xi to its latent
with a shared encoder E , and aggregate the resulting latents
z1:k into a single vector z, either by taking their mean, or
by processing them through a shallow transformer.

Perspective. The model can incorporate richer forms of
conditional information, such as the camera perspective as-
sociated with each view: Specifically, for experiments over
3D datasets like ShapeNet (Section 4.2.2), we concatenate
a grid of ray positions and directions r = (o,d), embedded
with sinusoidal positional encoding [68], to the linearly-
mapped RGB channels of the source and denoised views,
x′ and xt. This allows us to conditionally generate novel
views that match the requested pose and orientation. See
supplementary for illustrations and implementation details.
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Guidance. We extend classifier-free guidance for novel
view synthesis, and instead of masking just the latent z, we
randomly and independently mask either the latent or the
pose information r. As our empirical findings suggest, this
idea not only hones the model’s generative skills, but fur-
ther enables conditioning on partial information, allowing
SODA to either unconditionally conceive novel objects at
a requested pose, or alternatively, generate arbitrary novel
views of given objects at the absence of source or target po-
sitional information, based on an image only (Appendix G).

Cross Attention. The technique of layer modulation of-
fers the encoding z with global control over each of the
decoder’s layers, by evenly setting their scales and biases
across the grid. We further study alternative mechanisms,
and explore the integration of cross attention, so to sup-
port spatial modulation. Instead of layer-wise modulation
(which we use by default), we partition the latent z into n
sub-vectors, and perform cross attention between the sub-
vectors set and the decoders’ activations, akin to the word-
based attention common in text-to-image generation. We
find that cross attention aids the model at 3D novel view
synthesis, while layer modulation performs better for im-
age editing, reconstruction, and representation learning.

3.4. Training & Sampling

Noise Schedule. We train the model with the standard MSE
objective [5], but introduce a new noise schedule to better
fit the representation learning task: Indeed, diffusion mod-
els commonly set the variance of the additive noise term ϵ
to follow either a cosine [69], sigmoid [70] or linear [5] de-
cay schedules, prioritizing noise levels that are close to the
margins, either of the high or low ends (Figure 3). Those
schedules have been found useful for image synthesis.

However, from a representation learning perspective, de-
noising images with overly high or low noise levels fails
to provide effective training signal for the model to learn
from: Too little noise does not present the denoiser with a
challenging enough task, thereby diminishing the encoder’s
necessity. Meanwhile, too heavy noise puts excess pressure
on the latent z to fully capture every pixel-level detail of the
image, turning denoising into mere reconstruction. We thus
incorporate a new inverted noise schedule, that promotes
medium noise levels in lieu of the extremes, which proves
highly conducive to representation quality (Section 4.1).

Additional Settings. Two modifications we find benefi-
cial for representation learning are: (1) adding low Gaussian
noise to the encoder’s input images; (2) optionally setting
the encoder to have a higher learning rate than the decoder,
so to positively impact their learning dynamics by allowing
the encoder to adapt faster as it guides the decoder in the de-
noising task. While the model is robust to the selection of
the learning-rate ratio, tuning it could improve downstream
results. Once trained, we use DDPM [5] for sampling.

Table 1. Linear-Probe Classification on ImageNet, evaluating
discriminative and generative approaches of comparable model
sizes. Top1 (Crop+Flip) presents scores with light augmentations
only, revealing the greater robustness of generative approaches in
general and SODA in particular to data augmentations. (∗) denotes
cropping only, and (†) denotes no augmentation. (⋆) indicates that
the decoder is not used for the downstream linear probing.

Method Arch. #θ Top1 Top5 Top1
Crop+Flip

Discriminative Approaches
Supervised [71] RN50×2 94 79.9 95.0 -
SimCLR [58] RN50×2 94 74.2 92.0 46.7
BYOL [72] RN50×2 94 77.4 93.6 63.8
SwAV [57] RN50×2 94 73.5 - 54.2
DINO [56] ViT-B/16 86 74.9 - 61.1
SwAV + multi-crop RN50×2 94 77.3 - 58.7
DINO + multi-crop ViT-B/16 86 78.2 - 65.3
Generative Approaches
Vanilla EncDec RN50×2 118 8.5 17.6 10.2
Vanilla AutoEnc RN50×2 118 14.3 28.9 -
iGPT [55] GPT-2 76 41.9 - 41.9∗

iGPT-L [55] GPT-2 1386 65.2 - 65.2∗

BEiT [54] ViT-B/16 86 56.7 - -
BigBiGAN [73] RV50×4 86 61.3 81.9 61.3†

MAE [53] ViT-B/16 86 68.0 - 68.0
Diffusion-based Approaches (Generative)
Palette [30] UNet 118 11.4 22.3 8.7
Unconditional Diffusion UNet 118 24.5 44.4 28.3
SODA w/o bottleneck RN50×2 94+35⋆ 34.2 52.9 29.7
SODA w/o modulation RN50×2 94+32⋆ 56.7 78.5 51.1
SODA w/o novel views RN50×2 94+36⋆ 55.1 75.5 48.2
SODA w/o noise sched. RN50×2 94+36⋆ 62.0 82.9 56.8
SODA (ours) RN50×2 94+36⋆ 72.2 90.5 69.1

Table 2. Image Reconstruction on ImageNet, comparing dis-
crete [74, 75] and continuous [8] approaches. The suffix of dis-
crete methods refers to their codebook cardinality.

Method Latent Dim PSNR ↑ SSIM ↑ FID ↓ LPIPS ↓
DALL-E2 1024 9.0 0.11 16.53 0.66
DALL-E,8K 512×32×32 22.8 0.73 32.01 1.95
VQGAN,1K 256×16×16 19.4 0.50 7.94 1.98
VQGAN,16K 256×16×16 19.9 0.51 4.98 1.83
VQGAN,8K 256×32×32 22.2 0.65 1.49 1.17
SODA (ours) 2048 23.6 0.93 2.77 0.19

4. Experiments

We evaluate SODA through a suite of quantitative and qual-
itative experiments, demonstrating its strong representation
skills and generative capabilities over 12 different datasets
grouped into 4 tasks: We begin with linear-probe classifi-
cation (Section 4.1), showing the model’s utility for down-
stream perception. We proceed to image reconstruction and
few-shot novel view synthesis (Section 4.2), illustrating its
ability to envision 3D objects from new unseen perspec-
tives. We then explore the model’s disentanglement & con-
trollability (Section 4.3), as substantiated by comparative
analysis and latent-space interpolations.

In the supplementary and our website website (soda-
diffusion.github.io), we provide additional samples, visual-
izations and animations, and provide further details about
our evaluation procedures, discussing the datasets, metrics,
baselines, and implementation details (Appendices C-F).
We conclude with ablation studies (Appendix G), that em-
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Figure 5. Novel View Synthesis, where given two source views of GSO objects, SODA generates their images from new perspectives.

pirically validate the contribution of the model’s compo-
nents and design choices. Taken altogether, the evaluation
offers solid evidence for the efficacy, robustness and versa-
tility of our approach.

4.1. Linear-Probe Classification

We assess the quality of SODA’s learned representations
through linear-probe analysis [72, 76–78], over ImageNet
and CelebA, which complement one another: the former
calls for fine-grained clustering into 1000 possible cate-
gories, while the latter involves rich identification of diverse
semantic attributes. We train our model in a self-supervised
fashion: using RandAugment [79] for ImageNet, and Gaus-
sian data augmentation for CelebA. We then fit a linear clas-
sifier over the latent vectors z that predicts the category or
attributes, and measure the resulting performance. We note
that training diffusion models for representation learning is
computationally efficient, since iterative sampling is neces-
sary for generative purposes only.

As shown in Table 1, SODA reaches 72.24% accuracy
(top1) on the ImageNet1K linear-probe classification task,
outshining competing generative approaches such as MAE,
BEIT and iGPT [53–55], and significantly reducing the gap
with discriminative and constrastive approaches like DINO,
SwAV, and SimCLR [56–58]. Meanwhile, for CelebA, our
model attains the strongest results (72.7% F1) compared to
competing approaches (Supp Table 6), eclipsing even the
language-supervised CLIP embeddings (71.1% F1).

SODA proves remarkably robust to the choice of data
augmentation, as it performs strongly regardless of the se-
lected strategy, seeing only a minor decrease of 3.1% when
switching the heavier RandAugment for a lighter crop+flip
augmentation. This stands in stark contrast to the high sen-
sitivity of contrastive methods to data augmentations, with
e.g. BYOL and SimCLR suffering from major drops of
13.6% and 27.5% respectively when light augmentation is
applied (crop+flip), and other approaches relying on partic-
ular schemes such as MultiCrop [57] among others.

The newly introduced image encoder plays an instru-
mental role in the model’s downstream performance, en-

abling a 3x boost over features obtained from an uncon-
ditional diffusion model [19]2, which for ImageNet scores
24.49% only. A significant improvement further arises from
the use of novel view synthesis as a self-supervised rep-
resentation learning objective: Indeed, maintaining a dis-
tinction between the model’s source and target views yields
a 17.12% increase for ImageNet, compared to when they
match (i.e. auto-encoding), even though the same data aug-
mentation is applied in both cases (Figure 6)3.

Other contributors include the compact bottleneck and
feature modulation, which respectively raise accuracy by
38.04% and 15.51% for ImageNet, and 12.74% and 11.25%
F1 for CelebA (Supp Table 11). Designing a new inverted
noise schedule that favors medium noise levels in lieu of
the extremes likewise strengthen the model’s representation
capacity, eliciting a 10.25% increase over ImageNet.

4.2. Visual Synthesis

Next, we analyze the model’s generative skills, evaluating
its ability to faithfully reconstruct an image x from its la-
tent encoding z (Section 4.2.1)4, and generate novel views
of 3D objects from requested camera perspectives, given
one or more conditional source views (Section 4.2.2). We
evaluate the targets and predictions’ similarity along multi-
ple dimensions: pixel-wise (PSNR [81]), structural (SSIM
[82]), perceptual (FID [83]) which accounts for sharpness
and realism, and semantic (LPIPS [84]) (Appendix E.2).

4.2.1 Image Reconstruction

As indicated by Table 2, SODA produces excellent recon-
structions, surpassing competing approaches like VQGAN
[75], StyleGAN2 [85], DALL-E [74] and unCLIP (DALL-
E2) [8], especially in terms of structural and semantic sim-
ilarity (SSIM & LPIPS). Visually speaking, our samples

2The baseline obtains image encodings by pooling the features of the
best-performing denoiser layer (a middle one) over a lightly-noised image.

3For auto-encoding, we sample a new augmentation at every training
step, but use it both as the source and as the target.

4To evaluate our model at the task of reconstruction, we keep the source
the and the target views the same during training x′ = x0.
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Table 3. Novel View Synthesis, from a single source view, on real and synthetic objects, comparing Geometry-free and -aware approaches.
PSNR, SSIM, and LPIPS respectively express pixel-wise, structural and semantic similarity, while FID captures sharpness and realism. For
these experiments, we integrate cross attention with feature modulation (Section 3.3). (⋆) denotes short sampling, with 20 steps only.

GSO ShapeNet NMR
Method PSNR ↑ SSIM ↑ FID ↓ LPIPS ↓ PSNR ↑ SSIM ↑ FID ↓ LPIPS ↓ PSNR ↑ SSIM ↑ FID ↓ LPIPS ↓
Geometry-Aware Approaches
PixelNeRF [60] 24.93 0.919 48.72 0.086 26.58 0.940 25.34 0.073 28.19 0.932 34.54 0.082
NeRF-VAE [59] 22.20 0.882 74.83 0.113 24.60 0.915 45.79 0.101 25.56 0.893 71.67 0.134
Geometry-Free Approaches
Vanilla Auto-Encoder 24.46 0.941 75.96 0.129 24.71 0.943 42.23 0.096 24.22 0.948 51.42 0.116
SRT [80] 21.97 0.877 38.64 0.110 26.31 0.934 17.96 0.073 25.69 0.898 7.90 0.090
Diffusion-based Approaches (Geometry-Free)
Palette [30] 13.42 0.672 8.49 0.199 14.44 0.582 6.93 0.177 14.10 0.609 6.03 0.212
DALL-E2 [8] 15.68 0.793 8.32 0.147 18.75 0.823 6.54 0.101 20.32 0.899 3.61 0.087
SODA w/o bottleneck 20.97 0.926 4.39 0.071 24.31 0.949 2.83 0.051 23.31 0.948 0.75 0.053
SODA w/o modulation 21.02 0.929 4.10 0.069 25.02 0.944 2.97 0.048 25.34 0.949 0.77 0.051
SODA (shorter sampling)⋆ 24.38 0.930 2.35 0.065 26.71 0.946 1.31 0.046 27.13 0.936 1.10 0.063
SODA (ours) 24.97 0.945 1.51 0.054 27.42 0.947 0.74 0.039 28.71 0.952 0.81 0.048

are sharper and crispier than DALL-E’s, while being more
accurate than StyleGAN2 and unCLIP inversions, perhaps
due to their lack of a trainable encoder (see supplementary
examples). The results are significant given the order-of-
magnitude lower dimensionality of the latents z from which
we restore the images: 2K for SODA versus 65-524K for
VQGAN and DALL-E5, illustrating here an advantage of
continuous representations over discrete codebooks.

4.2.2 Novel View Generation

For the task of few-shot novel view synthesis, we focus
on the 3D regime and look into 3 datasets that span both
synthetic object renderings and real-world scans of house-
hold items (Google Scanned Objects [86], custom ShapeNet
[87], and NMR [88]). We compare our model to geometry-
free and -aware approaches such as PixelNeRF [60], Scene
Representation Transformer (SRT) [80], and Palette [30].
We condition the models on 1-9 source views, and test them
on held-out validation objects that do not appear in training.

SODA consistently beats the competing approaches
across the 3 datasets and for different numbers of source
views, as indicated by FID, SSIM and LPIPS (Table 3 and
Supplementary Figure 7). It reaches the largest gains along
LPIPS and FID, producing significantly sharper images that
better match the source views both structurally and seman-
tically. We observe that settings of 1-3 source views benefit
the most from our model, where for the single-source case,
it improves FID scores by an order-of-magnitude and often
almost halves the LPIPS scores. For the GSO dataset, as we
increase the source views number, we score a little lower on
the pixel-wise PSNR than PixelNeRF, perhaps due to the
probabilistic nature of our approach. Yet, in terms of com-
putational efficiency, contrary to the slow and heavy render-
ing of geometry-aware methods, SODA maintains strong
performance with as little as 20 sampling steps.

Figure 5 and the supplementary animations feature ob-
jects synthesized from various perspectives, showcasing

5The overall latent dimension is 16×16×256 – 32×32×512.

Figure 6. (Left): Contribution of the Novel View Synthesis objec-
tive to downstream classification on ImageNet. (Right): Genera-
tive quality comparison with baseline approaches and aggregation
methods as we increase the number of source views.

the viewpoint consistency SODA achieves. For multi-
ple sources, we find that our proposed transformer-based
view aggregation (Section 3.3) surpasses the stochastic con-
ditioning technique of 3DiM [89] (Figure 6). Our ap-
proach further outperforms the denoiser-only Palette diffu-
sion model, which fits translational tasks that closely fol-
low the source layout, like colorization or super-resolution,
but struggles at structural transformations, corroborating the
need for our dedicated image encoder.

4.3. Disentanglement & Controllability

The concept of disentanglement has been a recurring theme
in representation learning research over the years [90–94].
While formal definitions may vary [95–99], a common aim
lies in the discovery of abstract and meaningful latent rep-
resentations that linearly align with the natural axes of vari-
ation. Disentanglement could enhance the encodings’ in-
terpretability, and, in the context of generative modeling,
support greater controllability. In the following, we inspect
the model’s latent space, and analyze it quantitatively and
qualitatively along the dimensions of disentanglement, con-
trollability and informativeness.
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4.3.1 Qualitative Evaluation

Latent Interpolations. We begin by visualizing latent in-
terpolations for our model, linearly traversing the latent
space from one vector z1 to another z2 (Figure 1 and the
supplementary figures & animations). We observe smooth
variations over traits of texture and structure. Notable in
particular are image categories that seamlessly morph from
one to another (e.g. from a tiger to a cat to a dog to a wolf),
while for CelebA, we see gradual transformations ranging
from broad shifts of pose and orientation to finer transitions
of hair, facial features and expressions.

Attribute Manipulation. We go beyond interpolations
and identify meaningful latent directions that correspond to
individual axes of variation. To infer them, we explore two
techniques: supervised, by normalizing the linear-probe’s
weight matrix, and unsupervised, through PCA decompo-
sition [100] (details at Appendix E.3). Figure 4 and the
supplementary figures show perturbations along the discov-
ered directions, which influence various semantic proper-
ties: from age and gender in CelebA, to tone, clarity and
lighting conditions in LSUN, to object’s dimensions, thick-
ness and material in ShapeNet and GSO. Indeed, we see that
these manipulations are disentangled: one attribute is al-
tered while the others are mostly kept intact, demonstrating
the well-behaved nature of SODA’s emergent latent space
and the quality and strength of its learned representations.
Indeed, we emphasize that both SODA’s training and the
following PCA-based discovery of interpretable latent di-
rections are fully-unsupervised, derived from images only.

Layer Modulation. We investigate the effect of layer
modulation and masking (Section 3.2.1), blocking the en-
coder’s guidance from select decoder’s layers and inspect-
ing the impact on the produced outputs. As illustrated in the
supplementary, it allows for selective modification of input
images at different levels of granularity, so to preserve cer-
tain factors while unconditionally regenerating other ones.
We can thus resample a new color palette while retaining
shape and structure, or change the background while pre-
serving the subject’s identity. We find that layer mask-
ing improves the model’s robustness to these forms of par-
tial conditioning. Meanwhile, the role played by the ini-
tial Gaussian noise map xT is closely linked to the chosen
augmentation scheme: it controls fine stochastic subtleties
like fur or freckles when SODA is trained to reconstruct the
source image, and could conversely shape the underlying
layout when heavier data augmentations are applied.

4.3.2 Quantitative Evaluation

To quantitatively bolster the findings above, we analyze our
approach with DCI [94], which measures representations
along Disentanglement, Completeness and Informativeness
by assessing the degree of 1-to-1 correspondence between

Table 4. Disentanglement Analysis (DCI) for various datasets.
SODA achieves improvements of 27.2-58.3% in Disentanglement,
5.0-23.8% in Completeness, and comparable Informativeness to
variational approaches. We report here the 3 metrics’ average.
StyleGAN2 achieves 68.71% (W) and 69.07% (W+) for CelebA.
See Supplementary Table 7 for the full comparison.

Method CelebA CUB MPI3D 3DShapes SmallNORB
AnnealedVAE [106] 53.09 46.94 30.95 72.11 33.14
FactorVAE [63] 54.76 47.62 43.99 91.26 50.04
DIP-VAE (I) [107] 58.63 46.39 55.94 94.11 47.16
DIP-VAE (II) [107] 57.02 47.22 44.40 94.07 51.20
β-VAE [67] 56.96 47.39 47.77 94.45 50.40
β-TCVAE [108] 56.61 48.59 50.33 88.51 50.56
SODA w/o layer mod. 65.61 54.75 70.71 80.09 59.10
SODA (ours) 74.67 56.98 73.41 94.08 64.78

latent and ground-truth factors of variation (Appendix E.3).
We evaluate models over multiple semantically-annotated
datasets, ranging from the diagnostic SmallNORB and
MPI3D to the realistic CUB and CelebA [101–105].

As Table 4 and supplementary Tables 6 and 7 show,
SODA outshines both variational and adversarial ap-
proaches, improving Disentanglement by 27.2-58.3% and
Completeness by 5.0-23.8% across 4 different datasets,
with the sole exception of the synthetic 3DShapes, for
which both SODA and most variational methods attain ex-
cellent scores. For Informativeness, results are mostly com-
parable, with SODA taking the lead for some datasets, while
StyleGAN or DIP-VAE [107] improving scores for oth-
ers. Our experiments further validate the contribution of
layer modulation and masking, respectively yielding 3.2-
13.5% and 2.5-8.9% increases in latent-space Disentangle-
ment, and 3.8% and 1.7% mean increase in Completeness.
Visually, SODA’s samples are significantly sharper than the
variational ones, and it achieves remarkable boosts in real-
ism (FID) and semantic similarity (LPIPS).

5. Conclusion

We introduced SODA, a self-supervised diffusion model,
designed for both perception and synthesis. It re-purposes
the task of novel view generation as a training objective for
representation learning. By conditioning a denoiser on an
image encoder, and imposing an information bottleneck be-
tween the two, SODA learns strong semantic representa-
tions that enable downstream classification, as well as re-
construction, editing and synthesis. While we focused on
single-object images, as in LSUN, ShapeNet, or ImageNet,
we believe that exploring the applicability of our approach
to dynamic compositional scenes is a promising direction
for future research. We hope our work will help bridging
the gap between novel view synthesis and self-supervised
learning, two flourishing topics that are often pursued inde-
pendently, and bring us one step closer to unlocking the po-
tential of generative models in general and diffusion models
in particular to advance the representational frontier.
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Danilo Jimenez Rezende. Nerf-vae: A geometry aware
3d scene generative model. In International Conference on
Machine Learning, pages 5742–5752. PMLR, 2021. 3, 7,
15, 22

[60] Alex Yu, Vickie Ye, Matthew Tancik, and Angjoo
Kanazawa. pixelnerf: Neural radiance fields from one or
few images. In Proceedings of the IEEE/CVF Conference
on Computer Vision and Pattern Recognition, pages 4578–
4587, 2021. 3, 7, 15, 22, 23

[61] Francesco Locatello, Stefan Bauer, Mario Lucic, Gunnar
Raetsch, Sylvain Gelly, Bernhard Schölkopf, and Olivier
Bachem. Challenging common assumptions in the unsuper-
vised learning of disentangled representations. In interna-
tional conference on machine learning, pages 4114–4124.
PMLR, 2019. 3, 19, 22

[62] Irina Higgins, Loic Matthey, Arka Pal, Christopher
Burgess, Xavier Glorot, Matthew Botvinick, Shakir Mo-
hamed, and Alexander Lerchner. beta-vae: Learning ba-
sic visual concepts with a constrained variational frame-
work. In International conference on learning represen-
tations, 2016.

[63] Hyunjik Kim and Andriy Mnih. Disentangling by factoris-
ing. In International Conference on Machine Learning,
pages 2649–2658. PMLR, 2018. 3, 8, 16, 18, 22

[64] Olaf Ronneberger, Philipp Fischer, and Thomas Brox. U-
net: Convolutional networks for biomedical image seg-
mentation. In Medical Image Computing and Computer-
Assisted Intervention–MICCAI 2015: 18th International
Conference, Munich, Germany, October 5-9, 2015, Pro-
ceedings, Part III 18, pages 234–241. Springer, 2015. 3

[65] Geoffrey E Hinton and Ruslan R Salakhutdinov. Reducing
the dimensionality of data with neural networks. science,
313(5786):504–507, 2006. 4

[66] Diederik P Kingma and Max Welling. Auto-encoding vari-
ational bayes. arXiv preprint arXiv:1312.6114, 2013. 22

[67] Irina Higgins, Loic Matthey, Arka Pal, Christopher
Burgess, Xavier Glorot, Matthew Botvinick, Shakir Mo-
hamed, and Alexander Lerchner. beta-vae: Learning ba-
sic visual concepts with a constrained variational frame-
work. In International conference on learning represen-
tations, 2016. 4, 8, 16, 18, 22

[68] Ashish Vaswani, Noam Shazeer, Niki Parmar, Jakob
Uszkoreit, Llion Jones, Aidan N Gomez, Łukasz Kaiser,
and Illia Polosukhin. Attention is all you need. Advances
in neural information processing systems, 30, 2017. 4, 14,
24

[69] Alexander Quinn Nichol and Prafulla Dhariwal. Im-
proved denoising diffusion probabilistic models. In Inter-
national Conference on Machine Learning, pages 8162–
8171. PMLR, 2021. 5, 14

[70] Allan Jabri, David Fleet, and Ting Chen. Scalable adap-
tive computation for iterative generation. arXiv preprint
arXiv:2212.11972, 2022. 5

[71] Kaiming He, Xiangyu Zhang, Shaoqing Ren, and Jian Sun.
Deep residual learning for image recognition. In Proceed-
ings of the IEEE conference on computer vision and pattern
recognition, pages 770–778, 2016. 5, 14

[72] Jean-Bastien Grill, Florian Strub, Florent Altché, Corentin
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